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Abstract. The paper deals with the formation of contextual grammars in the methods of complex sce-

ne recognition. It proposes the use of multi-level grammar, which includes the task of syntactic analy-

sis of image sequences and the task of syntactic analysis of a scene taking into account the multi-level 

movement of objects. It is shown that the formation of grammar, describing both the structural infor-

mation of the image and the interaction of images, is associated with the need to develop an algorithm 

to output grammar on a given set of dynamic images, which represent a learning sample. As a result 

of training, structural descriptions of images and descriptions of their relations are formed and later 

used for syntactic analysis of complex structure events. It is postulated that for dynamic scenes with 

multi-level movement and complex structure, which is constantly changing in time, it is reasonable to 

apply context grammar rules, and in this connection arises the concept of multi-level context gram-

mar. Some basic principles of the theory of formal grammars inherent in structural methods of recog-

nition are described. 
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INTRODUCTION 

Computer vision is one of the most demanded directions in the field of intellectual sys-

tems, including complex algorithms of recognition and complex mechanisms of deep machine 

learning. Computer vision is based on the reproduction of a complex human vision system, 

allowing to obtain significant information from images, video and other visual means, as well 

as take the necessary measures or make recommendations based on the information obtained.  

Problems appeared in solving problems of image recognition led to the development of 

various recognition algorithms, one of which is a structural method, also called linguistic or 

syntactic method [1, 2]. Its peculiarity consists in the fact that the priori descriptions of clas-

ses are structural descriptions - formal constructions, in obtaining of which the principle of 

taking into account the hierarchy of the object structure and the relations existing between the 

individual elements of this hierarchy within and between the same levels is consistently car-

ried out [3, 4]. The syntactic method of recognition allows to use for the object description the 

methods of combinatorial regularity of structures, which consist in the fact that operating with 

a very limited number of atomic (non-derivative) elements and a limited number of rules of 
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combination, it is possible to obtain a significant variety of descriptions with the help of un-

limited (for example, recurrence) application of the rules of combination to the original ele-

ments.  To build such rules it is possible to apply the theory of formal grammar. In the course 

of image recognition such elements of the object as subimages, which in turn are divided into 

more simple subimages and which are in some relations with other subimages, are allocated. 

This allows to present information about the object in the form of a hierarchical structure, 

most often with the help of a graph in the nodes of which there are subimages, and arcs indi-

cate the relationship between the selected subimages of the recognized object, as shown in 

Fig. 1. 

 

 

Figure 1. Syntactic image analysis 

Within the context of the syntactic approach the decision of a recognition problem is re-

duced to use of the linguistic constructions containing some dictionary of the recognized ob-

ject signs and grammar according to which rules elements of the given object are described. 

Once each subimage inside the object has been identified, the recognition task is realized by 

performing a syntactic analysis of a sentence describing the object as a tree structure in order 

to determine whether the sentence is syntactically correct with respect to the grammar indicat-

ed. Sentence templates are defined as sequences to be built from selected subimages in differ-

ent ways, just as sentence phrases are built by concatenation of words and words by concate-

nation of morphemes. The syntactic approach to image recognition makes it possible to de-

scribe many subimages using small sets of simple formal grammar rules [3, 5]. 

BASIC CONCEPTS OF FORMAL GRAMMAR 

Since the implementation of structural methods of pattern recognition is based on the ap-

paratus of formal grammar, we consider some of its basic concepts needed to understand the 

essence of the structural approach. 

The theory of formal languages as a separate discipline usually originates from the stud-

ies of the famous American linguist Noam Chomsky, when in the 1950s he attempted to give 

an exact and unique characteristic of the structure of natural languages. His aim was to define 

the syntax of languages using simple and precise mathematical rules. It was later discovered 

that the syntax of programming languages could be described using one of Homsky’s gram-

mar models called free-context grammar [6]. 

In formal language theory, grammar G is a set of rules for generating strings in the formal 

language. The rules describe how to generate strings from the language alphabet that are valid 

according to the language syntax. The alphabet is a finite non-empty character set. It is as-

sumed that the characters are indivisible. The word (string) in the alphabet Σ is a finite se-
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quence of elements. The generating grammar G is defined as a production system consisting 

of an ordered set of four elements G = < T, N, I, P >, where T is a set of terminal characters of 

the alphabet Σ, i.e. source elements of the dictionary, N is a finite set of nonterminal (auxilia-

ry) characters, I is the initial character of the grammar and P is the finite set of rules. 

The construction of grammar begins with the initial symbol I. By applying the rules first 

to I and then recursively to the result of the previous transformation, it is possible to generate 

a correct “sentence” of the formal language defined by grammar. Grammar is built using spe-

cial substitution rules - expressions of the form “х→у”, which means “substitute x for y” or 

“substitute x instead of y”, where x and y are chains containing any terminal or non-terminal 

characters. The transformation algorithm stops when the expression no longer contains any 

nonterminal characters of the alphabet. Thus, according to the rules of grammar, the object is 

represented by a sentence in this language. To further describe the process of generation it is 

necessary to introduce such concepts as direct deducibility, deducibility and language gener-

ated by grammar [6, 7].  

It is important to note that a properly constructed grammar should not contain useless and 

unattainable symbols. 

Definition. The symbol X is called useful in grammar G = {T, N, I, P}, if there is an out-

put A  X  w, where w  N. 

It should be noted that X can be both a variable and a terminal, and the output chain αXβ 
is the first or the last in the output. 

Definition. If the symbol X is not useful, it is called useless. Obviously, the exclusion of 

useless characters does not change the grammar generated language, so all such characters 

can be removed. 

Definition. The symbol X is called generating in the grammar G = {T, N, I, P}, if there is 

the output X  w, where w  N. 

It should be noted that each terminal is a generating symbol, as it is output from itself in 

0 steps. 

Definition. The symbol X is called achievable in grammar G = {T, N, I, P}, if there is 

output A  αXβ for some α, β. 

A useful symbol, as the definition suggests, is both generating and achievable. If you re-

move the non-generating and then unachievable symbols from the grammar first, only useful 

symbols will remain. 

IMPLEMENTATION OF THE RECOGNITION PROCESS BASED ON 

STRUCTURAL METHODS 

In order to recognize an unidentified object on the basis of structural methods, it is neces-

sary first to find its non-derivative elements and the relations between them, and then to de-

termine with the help of syntactic analysis (grammatical parsing) whether the description of 

the image is consistent with the grammar, which, presumably, could have generated it. 

To form the appropriate grammar it is possible to use either a priori information about 

recognized objects, or the results of the study of the final selective set of “typical” in some 

sense objects. In the first case they speak about the grammar task on the basis of heuristic 

considerations, in the second case – about the grammar output. 

The practical use of the structural method of recognition requires solving the following 

main problems:  

1) construction of the appropriate description of recognized objects;  

2) the choice of grammar; 

3) implementation of the recognition process through syntactic analysis procedures; 
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4) the use of training procedures for grammar output; 

5) the application of procedures from other recognition methods (e.g. statistical to ac-

count for random interference and distortion, cluster analysis, etc.) within a structural ap-

proach. 

Consider the basic techniques used in the practical application of structural recognition 

methods. 

Methods of mathematical morphology 

An important part of image recognition process based on structural methods is the prelim-

inary processing of the analyzed image. At the pre-processing stage the object submitted for 

recognition is subjected to encoding and filtering, restoring and improving the image quality. 

Such filtration methods are considered in the framework of mathematical morphology, which 

provides an effective approach to the analysis of digital images [8, 9]. Morphological filtering 

does not use analytical parameters of signals, but their geometrical characteristics. The object 

is encoded or approximated in such a way that it is convenient to work with it further. For ex-

ample, a black and white image can be encoded using a grid (or matrix) of zeros and onez. To 

improve the efficiency of processing at subsequent stages of work, at this stage often resort to 

some kind of “data compression”. Then, using filtering and restoration methods, distortion is 

eliminated in order to improve image quality. It is assumed that at the end of the pre-

processing stage, images of sufficiently good quality are reproduced. 

Selection of non-derivative elements 

The first step in building a structural description of the recognition object is to define 

a set of non-derivative elements with which to describe the considered object. This choice de-

pends on the nature of the object, the type of source data, the application area and the way the 

recognition system is implemented in practice. At present, there is no universal solution to the 

problem of selecting non-derivative elements. 

Criterion 1. Non-derivative elements shall serve as the main elements of the image so as 

to provide a compact and relevant description of the source data by means of well-defined 

structural relations (e.g., connection relations). 

Criterion 2. Non-derivative elements shall be easily distinguishable or recognizable by 

known nonstructural techniques, as they are assumed to be simple and compact images, which 

“internal” structural information is not taken into account. 

Example. Consider that it is necessary to be able to distinguish rectangles of different 

sizes from other shapes. The following set of non-derivative elements is selected: a' – 0° – 

horizontal line segment; b' – 90° – vertical line segment; 

с' – 180° – horizontal line segment; d' – 270° – vertical 

line segment. A set of all possible rectangles (different 

sizes) is defined using a single sentence – a chain a'b'c'd' 

(Fig. 2). If it is necessary to distinguish between rectan-

gles of different sizes, the given description is inappropri-

ate. In this case it is necessary to use segments of unit 

length as non-derivative elements. Many rectangles of dif-

ferent sizes can be described using the language: 
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Criterion 2 for the selection of non-derivative elements may in some cases conflict with 

criterion 1 because non-derivative elements selected under the latter may be difficult to rec-

ognize using currently known methods. However, criterion 2 permits the selection of suffi-

ciently complex non-derivative elements as long as they can be recognized. The complexity 

of the non-derivative elements allows for simplified structural descriptions, i.e. less complex 

grammar. Finding a compromise solution is essential when building real recognition systems 

based on the use of structural methods.  

Use of grammars and languages for structural description of objects 

As already mentioned, grammar can be used to generate proposals that represent an ob-

ject and to conduct grammatical analyses of proposals to determine whether their structure is 

acceptable from the point of view of the grammar concerned. 

Example. Consider the grammar G = {T, N, I, P}, where T = {а, b, с, d}; N = {I, А, В, С, D}; 

P:    I → аА   А → b   I → сС   С → d  

       I → bB   B → c   I → dD   D → a 

In this case four sentences can be displayed ( – output symbol): 

I  аА  ab;   I  сС  cd; 

I  bA  bc;   I  dD  Da. 

If we consider the oriented segments shown in Fig. 2 as non-derivative elements, we can 

use this grammar to obtain four descriptions of segments forming a right angle. Here we use 

a technique that allows to describe two-dimensional objects using chain grammar. This meth-

od consists in joining the structures only in special points. One of the ways to implement this 

requirement is that in each structure only two points are selected. In this case, the selected 

points are interpreted as the beginning and end of the arrow. 

Output trees 

In the field of computer science the tree is understood as a widely used abstract data type, 

similar to the hierarchical structure of the tree, with a root value and subtrees - branches with 

a parent node represented as a set of related nodes [10, 11]. Each tree node has a certain de-

gree that characterizes the number of node subtrees. A node with zero degree is called a leaf. 

Leaves are nodes from which no branch comes out. 

Recognition procedures related to the use of decision trees belong to the group of struc-

tural methods, although in the strict sense of the word decision trees are an instrument of hier-

archical method of division [11]. The latter is used in cases when the solution tree “contains” 

many attributes. In each node of the tree one attribute is studied and, depending on the results 

of this study, the next tree branch is determined. The result of classification is determined at 

the lower tier of the tree. Such a recognition scheme is very convenient for taking into account 

a priori information about objects, but it lacks optimal training procedures. 

IMPLEMENTATION OF THE RECOGNITION PROCESS USING GRAMMATICAL PARSING 

The importance of formal grammars for recognition involves, in particular, the fact that 

they allow us to speak about the syntactic correctness or incorrectness in relation to a particu-

lar grammar representation of the studied image using given non-derivative elements and rela-

tions. The answer to this question allows to obtain a grammatical parse procedure [12]. Two 
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main types of grammatical parse are used: top-down parse and bottom-up parse. The top-

down parse procedure consists of consecutive attempts to obtain a given terminal sentence 

based on the initial symbol by using the rules of corresponding grammar. When using the bot-

tom-up parse procedure, it is necessary to restore the output tree starting from the elements of 

the main dictionary and applying inverted substitution rules. This procedure starts with a spe-

cific sentence and ends when the initial character is obtained. 

It is necessary to form a grammar such that when introducing into the grammar analyzer 

any of the given objects and parsing it according to the received grammar one or several 

structural descriptions of the object are reproduced at the analyzer output. Then the grammar 

conversion procedure is performed: 

1. All excessive rule entries are eliminated if a rule enters the transformable G grammar 

several times. 

2. Such a pair of auxiliary dictionary elements are found, that identification of these ele-

ments (replacing one with another in the whole grammar) will lead to excessive rule occur-

rence. If there are different options for selecting such pairs, the pair leading to the largest 

number of redundant occurrences should be selected. After identification of the rules it is nec-

essary to return to step 1. 

3. Such a pair N, n is found, which includes an element of the auxiliary dictionary N and a 

non-derivative element n, that the inclusion of the rule N→n in the grammar G (if it is not in-

cluded in it) and the selective substitution of N by n in the grammar G result in the reduction 

of the number of the rules after the elimination of the multiple occurrences. If there are differ-

ent variants of choice of such pairs, it is necessary to choose the pair providing the greatest 

reduction of the number of rules in grammar. Then it is necessary to return to step 1. 

4. The thresholds are entered according to the number of rules to be identified in steps 1-3: 

replacement is performed if the number of occurrences or the rules to be identified are not less 

than the threshold value. It is done in order not to decrease essentially dividing force of 

grammar. 

5. A threshold is introduced for the number of rules that are identical in everything 

(the exception is the type of the non-derivative element): if the number of such rules is greater 

than or equal to the value of the threshold, the corresponding rules are replaced by one con-

taining a non-derivative element of any type. We should then return to step 1. 

If further simplifications are not possible, the procedure is terminated. The result is one 

grammar. After the specified procedure is performed for each of the grammar formed in the 

first step, it is necessary to choose the “best” grammar. For example, the ratio of the separat-

ing force of the grammar to the square of the number of its rules can be used as the criterion 

of optimality of the grammar, and the separating force of the grammar is defined as the sum 

of separating forces of each of its rules; the latter is defined as the sum of the number of non-

derivative elements and the number of terms representing a relation or a property. 

CONCLUSION 

In this paper the syntactic method for recognition of multilevel and poorly structured ob-

jects is considered.  It is postulated that in order to recognize an unidentified object on the ba-

sis of structural methods, it is necessary first to find its non-derivative elements and relations 

between them, and then to determine with the help of syntactic analysis whether the descrip-

tion of the image is consistent with the grammar, which, presumably, could have generated it. 

Each object is treated as a chain or sentence because it is composed of elements of the main 

dictionary. The grammars presented can be used to classify objects, since the presented uni-

dentified object can be attributed to a certain class if it is a sentence of a language. Otherwise, 
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the object is attributed to another class. As a rule, the object is enrolled to the class in whose 

language it appears to be a grammatically correct sentence. If the last sentence is not execut-

ed, it is obvious that the object does not belong to any of the specified classes and, therefore, 

one more grammar is required, etc. The object to be recognized belongs to the class of interest 

in that and only if it is a grammatically correct sentence of the language.  

As a criterion of optimality of grammar can be used, for example, the ratio of the separat-

ing force. Words can be combined into more complex structures – sentences. Here language is 

considered as a set of sentences. Suggestions are built from words and simpler sentences ac-

cording to syntax rules. The syntax of the language is a description of the correct sentences. 

Alphabet, vocabulary and syntax fully define a set of acceptable language constructs and in-

ternal relationships between constructs. The set of syntax rules forms the grammar of the lan-

guage. Syntax rules can describe either the procedure for receiving correct sentences or the 

procedure for recognizing the “correctness” of sentences (i.e. their belonging to the given lan-

guage). In the first case the grammar will be generating, in the second case – recognizing. Cri-

terion for the choice of method may be the simplicity of determining the measure of proximi-

ty, the complexity of writing off the boundaries of classes and images, resolution, etc. Thus, it 

is very important to consider the individual physical features of recognizable objects, 

informativity of the chosen attributes, quantity and quality of the a priori and current infor-

mation, possibility of entering of adaptation (weight) factors, etc. 
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