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Abstract. The article deals with the problem of identifying the dynamic parameters of the resonator of 

a solid-state wave gyroscope, based on the signals measured when the sensor is operating in free-run 

mode. The search for the dynamic parameters of a solid-state wave gyroscope is one of the most im-

portant operations of the quality control of its production. The paper describes two methods for de-

termining the physical parameters of a quartz resonator of a solid-state wave gyroscope. For each 

method, the mathematical substantiation of the relationship between the dynamic behavior of the res-

onator and its physical parameters is given. On the basis of each of the techniques, an algorithmic 

support for the extraction of the physical parameters of the resonator of a solid-state wave gyroscope 

is presented. The research of the accuracy of calculating the visual parameters by the described meth-

ods on experimental data of a resonator with known parameters has been carried out. The results ob-

tained show the practical applicability of the described methods. An example of using the methods de-

scribed in the work is the identification and control of the dynamic parameters of a quartz hemispheri-

cal resonator of a solid-state wave gyroscope at the technological stage of “balancing”. 

Keywords: solid-state wave gyroscopes, dynamic parameters, conjugate gradient method, q-factor, 

different q-factor, different frequency, rigidity axes, viscosity axis 

INTRODUCTION 

Production cycle of hemispherical resonator gyroscope (HRG) includes a lot of techno-

logical operations, such as, operations of balancing control, different frequency, different Q-

quality, calibration and others [1–3]. These operations control the most important parameters 

that affect the accuracy of the output signals of the HRG, are performed by measuring the dy-

namic characteristics of standing waves of a quartz resonator [4–9]. Since the latter character-

istics turn out to be strongly related to the dynamic parameters of the TVG resonator, there-

fore, the research of the accuracy of the models for identifying the physical parameters of the 

resonator was chosen as the topic of this article. 
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THE PARAMETRIC STRUCTURE OF THE MEASURED SIGNALS 

The wave processes observed by the measuring device have the following internal struc-

ture [1–3]: 

 
( ) ( ) cos ( )cos(2 ) ( )sin ( )sin(2 ),

( ) ( )sin ( )cos(2 ) ( )cos ( )sin(2 ),

C t A t t t B t t t

S t A t t t B t t t

       
       

 (1) 

where A(t) – amplitude of the main vibrations, B(t) – amplitude of the quadrature oscillations, 

θ(t) – angular orientation of the wave, ω(t) – average oscillation frequency, φ – initial phase 

displacement. 

In the general case, these functions depend not only on time t, but also on the physical pa-

rameters of the HRG resonator: 

 

( ) ( , , , , , ),
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where η – damping factor, ∆η – delta of the damping factor, θη – axis of maximum viscosity, 

∆ν – value of different frequency, and θν – axis of maximum stiffness. 

The mathematical model of the rate of change of variables in the free-coast mode (with-

out control action) is described by the equations [9–11]: 
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or 

 

( , , , , , ) ( ) 2 ( )cos 2 2 ( )sin 2

( )sin 2 ( )cos 2 ,

( , , , , , ) ( ) 2 ( )cos 2 2 ( )sin 2

( )sin 2 ( )cos 2 ,

( sin 2 ( ) co
( , , , , , )

с s

c s

c s

c s

с

A t A t A t A t

B t B t

B t B t B t B t

A t A t

t
t

 

 

 

           

    

           

   

   
      

2
3

2 2

2
3

2 2

2 2

s 2 ( ) ) ( )

( ) ( )

( sin 2 ( ) cos 2 ( ) ) ( )

( ) ( )

2(cos 2 ( ) sin 2 ( ) ) ( ) ( )
,

( ) ( )

s

с s

c s

t g A t

A t B t

t t g B t

A t B t

t t A t B t

A t B t

  




      
 


    




 (3) 

where ∆ηc = ∆η cos 2θη, ∆ηs = ∆η sin 2θη, ∆νc = ∆ν cos 2θν, ∆νs = ∆ν sin 2θν. 
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CALCULATION OF THE PARAMETERS OF THE RESONATOR 

BY OBSERVING THE COAST 

Substituting all derivatives in (3) with first-order difference schemes on the sampling in-

terval T: 

 

1
1/2 1/2 1/2 1/2 1/2
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 (4) 

where the left and right sides of (4) are taken from the observed quantities {A, B, theta}. 

After the left side of the equation system are collected in the vector dimension h(N, 1), 

right in the matrix M(N, 5) and the unknown vector is denoted r = [η, ∆ηc, ∆ηs, ∆νc, ∆νs], the 

system (4) can be written in matrix form [9]: 

 = × .h M r  (5) 

Since the system of equations (5) is redundant, its solution is possible through minimiza-

tion of the residual. This leads to the matrix equation: 

  -1T T T T× = × × = × × × .M h M M r r M M M h  (6) 

To find the parameters of the HRG in coasting mode remains the problem of finding the 

wave variables. 

NUMERICAL CALCULATION OF WAVE VARIABLES 

In equation (1) the basic information functions are A(t), B(t), θ(t), which is found by min-

imizing the functional errors: 

 

 
 

2

2

cos cos( ) sin sin( )
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sin cos( ) cos sin( )

2( ) , 0... .
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
 (7) 

To numerically minimize it by the vector of parameters, the conjugate gradient method 

was chosen. 
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TRANSITION TO NEW VARIABLES (p, q, r). 

The calculation of the variables [A, B, θ] can be simplified by introducing the following 

new variables [8]: 

 

2 2 2 2 2 2 2 2

2 2 2 2

2 2 2 2 2 2 2 2

2 1 1
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Next we proceed from basis [A, B, θ] to a new basis: 
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As a result, equations (3) will take the form: 
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where AB = sign(B)∙sqrt(r2
 – p

2
 – q

2
), as well as g3 the projection of rotation rate of the earth. 

Further, the system of equations (10) performed substitution derivatives on time-

difference scheme first order in analogy to (4). The resulting system of equations is solved by 

analogy with (5), (6). And the result of its solution will be a vector [η, ∆ηc, ∆ηs, ∆νc, ∆νs]. 

At the last phase of computations, the values of physical parameters are calculated using 

its values using the following formulas: 
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 (11) 

where θη – axis of maximum viscosity, θν – axis of maximum stiffness, Q – Q-factor, ∆Q – 

varied Q-factor, ∆ν – different frequency. 

COMPARISON OF CALCULATION RESULTS 

HRG dynamic parameters were calculated by two methods according to formula (11). 

The math package Scilab was used for calculations. 

In the first method, first solved (7), then from equation (4) is constructed in the matrix 

equation (5) and at the end, a system of equations (6). 

In the second method, first phase variables are calculated by formulas (8), (9), then sys-

tem (5) is constructed and the system of equations (6) is solved. 
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For an example of calculating the parameters of the HRG resonator, the data obtained ex-

perimentally at the stand for balancing are used. The initial data were obtained from the HRG 

resonator in the form of signals (C, S) (1), the measurement time was 60 sec, the sampling 

frequency of the ADC was 33333 Hz. 

Table 1 shows the results of calculating the parameters of the resonator. The calculation 

of one value of a slowly varying variable was carried out for 1 period of oscillations. 

 
Table 1. Result of HRG resonator calculation 

Parameters Ideal value 

Through the identification 

of A, B, θ 

(1st method) 

By calculating p, q, r 

(2nd method) 

Q-factor 4210350.328 4196531.783 4193124.846 

Varied Q-factor (%) 7 7.21 2.96 

Axis of maximum viscosity, Degrees 88.9 89.0547 86.654 

Different frequency, Hz 0.0003 0.0002734 0.0005286 

Axis of maximum stiffness, Degrees 61.4 60.9435 59.9534 

CONCLUSION 

In this paper, mathematical models for determining the parameters of the resonator of 

a solid-state wave gyroscope are considered. Two computational methods for revealing the 

resonator parameters are analyzed. Each method has its own pros and cons. For example, the 

method based on the numerical minimization of the error functional by the least squares 

method has a higher accuracy than the method for calculating the values of p, q, r. Moreover, 

the second method has a lower computational complexity in comparison with the method of 

minimizing the error functional. It is also worth noting that the calculation of the parameters 

p, q, r should be performed over the full period of resonator oscillations. 

These algorithms for identifying the parameters of the resonator of a solid-state wave gy-

roscope can be widely used in the production of gyroscopic devices and devices based on it. 

For example, in such technological operations as: balancing, tuning and control. 
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Abstract. The article presents research on the propagation of an antisymmetric Lamb wave mode in 

a hollow steel cylinder with an outer diameter of 1020 mm and a wall thickness of 16 mm at frequen-

cies of 50 and 120 kHz. Dispersion curves for a pipe and a plate are given, examples of which show 

their similarity in the frequency range from 5 kHz and the presence of higher-order modes. Experi-

mental studies were carried out using piezoelectric transducers with dry point contact on a spiral 

welded pipe. The research results showed the combined effect of the geometric anisotropy and anisot-

ropy of the pipe material properties on the propagation velocity of the antisymmetric Lamb wave 

mode. The maximum difference in velocity depending on the angle of deviation of the wave propaga-

tion trajectory (deviation angle) was 35 and 55 m/s at a frequency of 50 and 120 kHz, respectively. 

The effect of the pipe wall thickness on the character of the dependence of the velocity on the devia-

tion angle in the presence of dispersion was established, which amounted to 20 m/s per 1 mm of wall 

thickness for a given pipe geometry. A qualitative description of the formation of the shape of the de-

pendence of the wave velocity on the deviation angle, which has a minimum at 30 degrees and 

a maximum at 90 degrees, is presented. 

Keywords: Lamb wave, hollow cylinder, wave velocity, experimental study, dry point contact, guided 

wave testing, geometric anisotropy, spiral welded pipe. 

INTRODUCTION 

Modern methods of non-destructive testing make it possible to simultaneously detect de-

fects, carry out thickness measurement and evaluate the structure of the material (structural 

health monitoring) [1-14]. One of these methods is acoustic guided wave testing, based on the 

use of guided waves, in particular, horizontally polarized shear wave, symmetric and 

antisymmetric Lamb wave modes. The choice of the type of wave during acoustic guided 

wave testing depends on its features: the presence of velocity dispersion; sensitivity to orien-

tation, shapes and types of defects; applicability to the geometry of the testing object; proper-

ties of the material of the testing object, etc. [10-14] 
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The antisymmetric Lamb wave mode has not been widely used in the detection of defects 

due to the high dispersion of the velocity. However, this type of wave, along with resonance 

methods, is convenient to use for determining the dimensions of the thickness of plates and 

pipe walls. Using several emitters and receivers and algorithms for synthetic or active focus-

ing, it is also used to determine the coordinates of local thinning of the walls of the pipe or 

plates [15-20]. Due to the high dispersion of the velocity of Lamb waves, these techniques 

allow them to be used in monitoring the structure and properties of a material [21-24], acous-

tic tomography [25-29], monitoring layered structures made of composite materials [20, 30-

33], study of attenuation on discontinuities in plates [31, 34-36]. 

As a rule, when studying the processes of propagation of Lamb waves and evaluating re-

search results, the following methods are used: the semi-analytical method of finite elements 

[37], the method of finite elements [18, 31, 35, 38, 39], Legendre spectral element method 

[22], dispersion ultrasound vibrometry method [24], spectral analysis [32], analytical methods 

[40,41], experimental experiments [23, 39]. To excite Lamb waves, the following methods 

and transducers are used: piezoelectric transducers [16, 17, 21, 42], electromagnetic-acoustic 

transducers [27, 43, 44], laser method [23, 45, 46], air-coupled transducers [39, 47, 48]. In 

research and practical use, the antisymmetric Lamb wave mode often becomes an interfering 

factor in the interpretation of testing results [19, 43]. 

When testing pipe wall thickness using an antisymmetric Lamb wave mode, the analysis 

of the results becomes more difficult, since all guided wave types are influenced by both the 

anisotropy of the pipe material properties and the geometric anisotropy. Studies on the influ-

ence of geometric anisotropy on the propagation velocity of the symmetric Lamb wave mode 

and the horizontally polarized shear wave are presented in [49-51]. Geometric anisotropy can 

change the wave velocity depending on the pipe geometry within the range up to 300 m/s 

from the calculated theoretical value. 

The article presents the results of studies on the influence of geometric anisotropy and the 

anisotropy of the pipe material properties on the propagation velocity of the antisymmetric 

Lamb wave mode in a spiral welded pipe with diameter of 1020 mm and a wall thickness of 

16 mm. 

DISPERSION CURVES 

Dispersion curves of phase and group velocities calculated in the Elastic Waveguide 

Tracer program were obtained for the pipe of the specified geometry (figure 1). For compari-

son, dispersion curves for a 16 mm thick plate are also shown (figure 2). The parameters for 

calculating the curves are given in the table 1. Since the experimental studies used transducers 

operating at a frequency of 50 and 120 kHz, then the velocities of all types of waves were cal-

culated for them, which are presented in the table 2 and table 3 respectively. From the pre-

sented dispersion curves (figure 1 and figure 2) and the results of calculating the velocity (ta-

ble 2 and table 3), it can be seen that the differences in the group and phase velocities for the 

pipe and plate are insignificant in the frequency range from 5 kHz and more. The main differ-

ence lies in the presence of higher-order modes in pipes at high frequencies, propagating at 

the same velocity as waves in the plate, and having distinctive diagrams of displacement 

components along the pipe wall thickness. 

It can be seen from the velocities calculated from the dispersion curves that the velocity 

of the antisymmetric Lamb wave mode does not differ much from the velocity of the horizon-

tally polarized shear wave. In particular, at 120 kHz, the velocities are practically the same. 

However, two types of waves can be distinguished by the direction of particle oscillations in 

the displacement diagram, since the horizontal component of displacements prevails in the 
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horizontally polarized shear wave, and in the antisymmetric Lamb wave mode, the normal 

component of displacements prevails. 

 

 

Figure 1. Dispersion curves of group and phase velocities in a steel hollow cylinder (b):  
L – longitudinal wave, F – flexural wave, T – torsional wave 

Table 1. Geometric and material properties 

Parameter Value Dimension Parameter Value Dimension 

External radius 510 mm Shear modulus, G 82 GPa 

Wall thickness 16 mm Poisson’s ratio, η 0.28 - 

Internal radius 494 mm Shear wave velocity, С 3243 m/s 

Young’s modulus, E 210 GPa Density, ρ 7850 kg/m
3
 

 
Table 2. Group velocities at the frequency of 50 kHz 

Mode in plate Group velocity (m/s) Mode in pipe Group velocity (m/s) 

A0 3181 F(1,1) 3179 

S0 5391 L(0,2) 5391 

SH0 3242 T(0,1) 3242 
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Table 3. Group velocities at the frequency of 120 kHz 

Mode in plate Group velocity (m/s) Mode in pipe Group velocity (m/s) 

A0, A1 3242, 2976 F(1,1), F(1,5) 3242, 2979 

S0 3809 L(0,2) 3810 

SH0, SH1 3242, 1746 T(0,1), T(0,2) 3242, 1746 

 

 

Figure 2. Dispersion curves of group and phase velocities in a steel plate: S – symmetrical mode  

of Lamb wave, A – antisymmetrical mode of Lamb wave, SH – horizontally polarized shear wave 

To separate wave types in experimental studies, specialized designs and orientations of 

transducers were used, which made it possible to create tangential or normal displacements on 

the surface of the testing object. 

EXPERIMENTAL SETUP 

The experimental setup included a stand consisting of a system of pipelines of various di-

ameters, two piezoelectric transducers with dry point contact, and a DIO-1000LF flaw detec-

tor (figure 3). A pipeline with a diameter of 1020 mm was marked on the outside with 
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a specialized template in such a way that the points for installing the receiving transducer 

were located at a distance of 1 m from the point of installing the emitter with a step of 1 de-

gree. The marking and measurements were carried out in one quadrant in the range of angles 

from 0 to 90 degrees, while the direction along the axis along the pipe generatrix was taken as 

0 degrees. As already noted, for the excitation and reception of the antisymmetric Lamb wave 

mode, the normal component of the displacements was used, created and recorded by piezoe-

lectric transducers with dry point contact. 

 

 

Figure 3. A scheme and photo of the experimental setup: α – deviation angle – angle of deviation  

of the path of wave propagation from pipe generatrix, T – transmitter, R – receiver 

As a result of measurement, the figure 4 shows an echogram at the point of reception of 

oscillations of a signal transmitted once from the transmitter to the receiver. To increase the 

accuracy of calculating the wave velocity, the range of the recorded signal was limited by the 

window including the beginning (310 μs) and end (400 μs) of the echo pulse of the 
antisymmetric Lamb wave mode, while the signal sampling rate was 200 MHz. 

For the time of arrival of the pulse (time of flight), the average value of the time, the ob-

served maxima and minima in the limited window of the recorded signal was taken, which 

made it possible to detach from the influence of acoustic and electrical noises. Taking into 

account the delay in the transducer and the time shift, calculated by the correlation method 

and amounting to 34 and 51 μs at a frequency of 50 and 120 kHz, respectively, the wave 
propagation velocity was calculated for a known fixed base of 1000 mm. 

RESULTS AND DISCUSSION 

The final result was the dependence of the propagation velocity of the antisymmetric 

Lamb wave mode on the angle of deviation of the path of wave propagation from pipe 

External diameter 1020 mm

Wall thickness 16 mm

T

R

α = 0о

α = 90о

АПМШ.0313.19 ПС
(in Russian)

DIO-1000

To amplifierTo generator

АПМШ.0313.19 ПС
(in Russian)



 

Yu. V. Myshkin, O. V. Muravieva, S. Yu. Voronchikhin, A. A. Pon’kina, S. A. Korolev 

“The propagation of antisymmetric Lamb wave in the hollow cylinder” 

17 

generatrix (deviation angle), i.e. 0 degrees – direction along the pipe, along the generatrix, 90 

degrees – circumferential direction of the pipe, along the envelope (figure 5). 

 

 

Figure 4. The received signal recorded by flaw detector at frequency of 50 kHz (a) and 120 kHz (b) 

 

Figure 5. Dependence of antisymmetric Lamb wave mode on direction of the propagation in the hol-

low steel cylinder (a) and dependence of group velocity of antisymmetric Lamb wave mode on wall 

thickness in a steel plate at frequency of 50 kHz (b): deviation angle – angle of deviation of the path of 

wave propagation from pipe generatrix 
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The obtained dependence (figure 5a) shows two extrema: a maximum at an angle of 90 

degrees and a minimum at an angle of 30 degrees. These extrema are explained by the simul-

taneous influence of the anisotropy of the pipe material properties and the geometric anisotro-

py (figure 6). The appearance of the maximum (figure 6b) is primarily explained by the pres-

ence of geometric anisotropy, as described in [49, 51], and its displacement relative to the 

pipe envelope (90 degrees) is associated with the anisotropy of the material properties (figure 

6c). This shift will be the greater, the greater the anisotropy of the material properties (figure 

6a). Also, the maximum and minimum are additionally shifted relative to the directions along 

the envelope (90 degrees) and along generatrix (0 degrees) of the pipe, respectively, due to the 

orientation of the sheet with pronounced anisotropy properties in the spiral welded pipe (fig-

ure 6d). 

 

 

Figure 6. Schematic explanation of the formation of the shape of the dependence of the wave velocity 

on the deviation angle (degrees) in a spiral welded pipe: (a) influence of anisotropy of material proper-

ties, (b) influence of geometric anisotropy, (c) influence of anisotropy of material properties and geo-

metric anisotropy, (d) influence of anisotropy of material properties and geometric anisotropy in spiral 

welded pipe, CI – theoretical value of the wave velocity in isotropic material 

Since the dispersion of the velocity of the antisymmetric Lamb wave mode is more pro-

nounced at low frequencies, the qualitative dependences of the velocity at frequencies of 50 

and 120 kHz have different forms. Velocities values change within range from 3240 m/s to 
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3295 m/s with 55 m/s range span at 120 kHz and 3180 m/s to 3215 m/s with 35 m/s range 

span at 50 kHz. In this case, at a frequency of 120 kHz, a “step” is observed in the range of 

angles from 50 to 65 degrees, caused by the presence of modes of a higher order. 

Since geometric anisotropy has the same effect on the wave velocity at any frequency 

[50, 51], changes in the velocity range are associated with the anisotropy of the material prop-

erties and, to the greatest extent, with the velocity dispersion, caused by the influence of the 

pipe geometry. In this case, the more pronounced the velocity dispersion, the greater the in-

fluence on the change in the wave velocity is exerted by the pipe geometry. Thus, at a fre-

quency of 50 kHz, when the pipe wall thickness changes from 16 mm to 1 mm, the velocity of 

the antisymmetric Lamb wave mode will change by 20 m/s, and at a wall thickness of 28 mm, 

the velocity will not change, i.e. the wave will not be sensitive to changes in the wall thick-

ness with the given testing parameters. 

CONCLUSIONS 

Thus, based on the results of studies of the propagation of the antisymmetric Lamb wave 

mode in a hollow cylinder, the following conclusions can be drawn: 

• qualitatively, the dependence of the velocity of the antisymmetric Lamb wave mode on 

the angle of deviation of the path of wave propagation from pipe generatrix is similar to the 

dependence of the horizontally polarized shear; 

• to separate the types of waves during their excitation and reception, it is necessary to 

take into account the diagram of displacements in the wave at the given frequency; 

• the limits of changing the velocity range at frequencies of 50 kHz and 120 kHz for 
a pipe with a diameter of 1020 mm and a wall thickness of 16 mm are 35 m/s and 55 m/s, re-

spectively; 

• the more pronounced the velocity dispersion, the more sensitive the wave to the pipe 
geometry; 

• anisotropy of material properties is additionally superimposed on geometric anisotropy, 
which is expressed in displacements of extrema in the dependences of velocity on the angle of 

deviation of the path of wave propagation from pipe generatrix. 

The research results can be used to improve the methods of guided wave testing, develop 

piezoelectric transducers with dry point contact and testing systems for flaw detection, thick-

ness measurement and structural health monitoring of pipelines and their products. 
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Abstract. The paper studies robot drives by the identifiability criterion based on a discrete digital con-

trol model. Criteria of observability, controllability and identifiability of drives as a function of the 

rank of an extended state matrix with a measurement matrix are considered, in which the relative er-

rors of the information-measuring system are analytically taken into account. An algorithm is pro-

posed for calculating the identifiability criterion for a nonlinear control system in a discrete lineariza-

tion version. It is proposed to use identification in terms of the correspondence of the mathematical 

model to the results of the operation of the object. At each step, the determinant of the extended ma-

trix is calculated, which is compared with a constant that numerically divides the space of the state 

matrices. Thus, the operation of the drives itself makes it possible to determine its identifiability. As 

a criterion for the optimality of the identification algorithm, a decision-making optimality criterion is 

chosen in combination with an identifiability criterion for an optimal control algorithm by the criteri-

on of minimum quadratic form. The vector-matrix model of drives in the state space is presented tak-

ing into account the relative accuracy of measuring the state of the information-measuring subsystem 

of drives. It is proposed for practical problems to determine the identifiability criterion by modeling 

the state matrix for cases when the state matrix parameters exit the space of realizable parameters of 

serviceable drives. The research results obtained can be used to build diagnostic systems for robot 

drives. 

Keywords: Diagnostics, Identification, State space, Velocity control, DC motors, Robots, Modeling 

INTRODUCTION 

To ensure high reliability of robot drives, an effective diagnostic system is required. For 

the diagnosis of robot drives, an algorithm is proposed for deciding on their identifiability 

based on a discrete nonlinear control model in the state space. 

The method of identification in the state space has been actively developed over the past 

two decades and has been successfully implemented in many industries. One of the first 

P. Eickhoff performed the theoretical justification of identification, developed algorithms and 

methods of identification [1, 2]. The identification of dynamical systems is devoted to the 

work of the following authors: D. Gropp [3], L. Ljung [4], E. P. Sage and J. L. Melsa [5, 6], 
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and among Russian authors - Ya. Z. Tsypkina [7], N. S. Reibman [8], Sh. E. Steinberg [9] and 

others. 

R. Beard developed an observer-based defect detection scheme [10]. Jones continued the-

se studies and developed the Beard-Jones Fault Detection Filter [11]. In the 1980s and early 

1990s, the main approaches to quantitative diagnostics were developed: an observer-based 

approach, a parameter estimation method, etc. Some important works in this direction are 

Frank [12], Isermann [13], and Basville and Nikiforov [14]. The developed methods are well 

theoretically justified and are classic diagnostic methods. These techniques are based on ana-

lytical redundancy, which is a model that describes the diagnosed technical system. On diag-

nostics of robot drives, articles and monographs have been published [15-26], where ap-

proaches are considered both on the basis of the parametric approach and on the basis of con-

tinuous and discrete models of drives in the state space. 

RESEARCH PROBLEM STATEMENT 

For robot drives based on a DC motors, which are widely used in robot drives, control 

equations for continuous nonlinear systems in the state space are given 

 BuAxx  , (1) 

 Cxy  , (2) 

where A  is the state matrix, B is the control matrix, C is the measurement matrix, x  is the 

state vector. 

The classical model of a DC motor with constant parameters does not correspond to reali-

ty in the entire operating range. Therefore, nonlinearity associated with viscous friction was 

added. 

The following differential equations of the first order are known for the robot drives 

model based on a DC motors: 

 ,
dI

U R T I e
dt

    
 

 (3) 

 ,fr L
d

J M k M
dt


    (4) 

 ,
d

dt


   (5) 

 , ,E Me k M k I    (6) 

 ,
L

T
R

  (7) 

where eIU ,, are the voltage, current and counter-EMF of the DC motor anchor; TRL ,,  are 

inductance, resistance and electromagnetic time constant of the anchor DC motor; 

, , ,LM M   are angular velocity, electromagnetic moment of the DC motor, the load mo-

ment and the angle of a rotation of the DC motor shaft; J is moment of inertia of the rotor DC 

motor and load; ,E Mk k  are coefficients that are structural constants of the engine; frk  is co-

efficient of viscous friction of the DC motor. 

Further, equation (3) for continuous nonlinear systems is written in the form of Cauchy: 
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 .E
dI

L RI k U
dt

     (8) 

To identify the DC motor model, a pair of equations (8) and (4) is used in the state space 

on the basis of which the vector-matrix model is built. The scalar value, the supply voltage of 

the drive U, is specified as the control vector. 

In general terms, when at least one of the matrixes A, B, C are time-dependent, the task is 

non-linear and has only particular solutions. 

To find the equation in the state space, we represent equations (1, 2) in a discrete form, 

and the sampling time T tends to zero, and the trajectory of motion in each discrete section is 

linear. 

We write the solution for the nonlinear problem in a discrete form, when the matrix A, B, 

C are constant at time instants k, k = 0, 1, 2, 3, … : 

 1 ,k k
k k k k

T

 
 

x x
A x B u  (9) 

or 

 1 ,k k k k k  x A x B u  (10) 

where ,k T A A E .k kTB B  

This equation (10) relates the transition of the system from state xk to state xk+1. On the 

segment T, we take the values of the matrices Ak, Bk and Ck as constants. For convenience, in 

the following entries we remove the “wavy line” sign. 
We assume that the matrix 

11   kCC at each step k does not change, is determined by the 

information-measuring system, can be represented as 

 
1 ,n
  C E ξ  (11) 

where  T1 2 ...n n   ξ  is a random vector representing the random nature of the 

measurements by the information-measuring system that is part of the drives. 

ROBOT DRIVE MODEL IDENTIFICATION 

Consider the question of identifying the model of robot drives from the point of view of 

the analysis of expression (10), where at each linearization step the rank of the expanded ma-

trix is the criterion of identifiability and observability. 

 min det ,T T T
k k k

    C A C  (12) 

where T

kC  is the transported measurement matrix, taking into account the accuracy class of 

the sensors; γ is the threshold value of the determinants determined by the identification ob-

ject and close to zero. 

Considering that in many practical control tasks the dimensions of the tasks do not ex-

ceed ten, and the relative measurement accuracy is equal to units of percent, we can conclude 

that only the state matrix affects the identifiability of the robot drive model 

 
T

kA , 1, .k n  (13) 



Yu. R. Nikitin, S. A. Trefilov 

“Diagnostics of robot drives based on DC motors by identifiability criterion of 

nonlinear discrete model in state space” 

27 

This matrix will ultimately determine the rank of matrix (12). 

It is proposed for practical tasks to determine the identifiability of the drive model in the 

form 

 
Tmin det det γ.T
k k A C  (14) 

DIAGNOSTICS OF ROBOT DRIVES BASED ON A DC MOTOR  

ACCORDING TO THE IDENTIFIABILITY CRITERION OF A DRIVE MODEL 

Consider the diagnosis of drives based on the DC motor in the state space. Since the drive 

regulator must provide control over the moment and speed of rotation, the armature current I 

and the armature speed ω are chosen as generalized coordinates. The control is the voltage at 
the armature U, the disturbance is the load resistance moment ML. The model parameters are 

the active resistance and inductance of the circuit and the armature, denoted respectively by R, 

and L, as well as the reduced moment of inertia J and the design constants kE and kM. By re-

solving the original system with respect to the first derivatives, the DC motor equation in the 

state space is obtained. 

We write the vector-matrix model of the DC motor in the form (1, 2) in the state space. 

The novelty of the DC motor model is that the expected torque M is taken into account based 

on a given trajectory of movement. 

 

1

,

0

E

frМ

kR

II L L
L

k Mk

J J

                            

x u  (15) 

 
1 0

,
0 1

I   
       

y x , (16) 

We write the vector-matrix model of a DC motor in the form (10). 

 

1 1
( )

( 1) ( ),
( ) ( )

01
( )

E

fr LМ

kR
T T

I kL L
k kL

k M kk k
T T

J J k

                       

x u  (17) 

 
ˆ 1 0( )

( ) ( ),
0 1ˆ ( )

hI k
k k

hk

    
        

y x  (18) 

where ˆ( ) ( ( 1) ( )) ;L
J

M k k k
T

     ˆ ˆ( ),  ( )I k k are measured value of current and angular 

velocity; ( 1)k   is the planned value of the angular velocity. 

We calculate the load moment in the determinant of matrix A for equality 

 
_

1

det 0.
( )

1
( )

E

fr тр LМ

kR
T T

L L

k M kk
T T

J J k

   
     

A  (19) 
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The fact that matrix A is equal to zero leads (14) to the non-identifiability of the robot 

drive model in the state space. 

The expression ˆ( ) ( ( 1) ( )) /M k k k J T     gives the relationship between the mechan-

ical parameters of the DC motor, allows you to determine the interval of change of values 

without loss of identifiability. In addition, restrictions on the maximum rotation speed, elec-

tric current, and voltage for this drive must be considered. 

COMPUTATIONAL EXPERIMENTS TO STUDY THE IDENTIFIABILITY  

OF THE DC MOTOR MODEL IN DISCRETE FORM 

The scheme of the DC motor model for calculating the determinant of the state matrix A 

was built in the software SimInTech “Environment for Dynamic Modeling of Technical Sys-

tems”, developed by 3V Service1
. 

Figure 1 shows the model for calculating the determinant of the state matrix A and mo-

ment of the DC motor for various values of the armature winding resistance in the case of in-

ter-turn faults in program SimInTech. 

 

 

Figure 1. The model for calculating the determinant of the state matrix A  

and moment of the DC motor in program SimInTech 

The gamma threshold was chosen 0.05. Figure 2 shows the dependence of the determi-

nant of the state matrix A on the armature winding resistance R. The influence of changes in 

the resistance of the armature winding of the DC motor on the determinant of the state matrix 

A was studied. An analysis of the dependence of the determinant of the state matrix A on the 

resistance value of the armature of the DC motor armature shows that the allowable angular 

velocity decreases from 360 rad/s to 345 rad/s. 

                                                           
1
 Available at: http://simintech.ru/ 

http://simintech.ru/
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Figure 2. Dependence of the determinant of the state matrix A on the armature winding resistance R 

 

Figure 3. Dependence of the determinant of the state matrix A on the magnetic flux of the DC motor 

CONCLUSION 

Figure 3 shows the dependence of the determinant of the state matrix A on the magnetic 

flux of the DC motor. An analysis of the dependence of the determinant of the state matrix A 

on the magnetic flux of the DC motor shows that the allowable angular velocity decreases 

from 360 rad/s to 320 rad/s. 

This paper presents an algorithm for identifying nonlinear complex objects based on 

a discrete digital control model. As a criterion for the optimality of the identification algo-
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rithm, a decision-making criterion is selected in combination with an identifiability criterion 

for the control algorithm. Identification criteria, allowing either the degree of conformity of 

the models to the control object using the model of the measuring matrix or the combination 

of models of the state matrix and measuring matrix. The region of permissible values of angu-

lar velocities is obtained depending on the armature winding resistance and the magnetic flux 

of the DC motor. 

The reported study was funded by RFBR according to the research project № 18-08-00772 A. 
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Abstract. The paper deals with the formation of contextual grammars in the methods of complex sce-

ne recognition. It proposes the use of multi-level grammar, which includes the task of syntactic analy-

sis of image sequences and the task of syntactic analysis of a scene taking into account the multi-level 

movement of objects. It is shown that the formation of grammar, describing both the structural infor-

mation of the image and the interaction of images, is associated with the need to develop an algorithm 

to output grammar on a given set of dynamic images, which represent a learning sample. As a result 

of training, structural descriptions of images and descriptions of their relations are formed and later 

used for syntactic analysis of complex structure events. It is postulated that for dynamic scenes with 

multi-level movement and complex structure, which is constantly changing in time, it is reasonable to 

apply context grammar rules, and in this connection arises the concept of multi-level context gram-

mar. Some basic principles of the theory of formal grammars inherent in structural methods of recog-

nition are described. 

Keywords: recognition, formal grammar, syntactic method, sign, evaluation, solution, image 

INTRODUCTION 

Computer vision is one of the most demanded directions in the field of intellectual sys-

tems, including complex algorithms of recognition and complex mechanisms of deep machine 

learning. Computer vision is based on the reproduction of a complex human vision system, 

allowing to obtain significant information from images, video and other visual means, as well 

as take the necessary measures or make recommendations based on the information obtained.  

Problems appeared in solving problems of image recognition led to the development of 

various recognition algorithms, one of which is a structural method, also called linguistic or 

syntactic method [1, 2]. Its peculiarity consists in the fact that the priori descriptions of clas-

ses are structural descriptions - formal constructions, in obtaining of which the principle of 

taking into account the hierarchy of the object structure and the relations existing between the 

individual elements of this hierarchy within and between the same levels is consistently car-

ried out [3, 4]. The syntactic method of recognition allows to use for the object description the 

methods of combinatorial regularity of structures, which consist in the fact that operating with 

a very limited number of atomic (non-derivative) elements and a limited number of rules of 
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combination, it is possible to obtain a significant variety of descriptions with the help of un-

limited (for example, recurrence) application of the rules of combination to the original ele-

ments.  To build such rules it is possible to apply the theory of formal grammar. In the course 

of image recognition such elements of the object as subimages, which in turn are divided into 

more simple subimages and which are in some relations with other subimages, are allocated. 

This allows to present information about the object in the form of a hierarchical structure, 

most often with the help of a graph in the nodes of which there are subimages, and arcs indi-

cate the relationship between the selected subimages of the recognized object, as shown in 

Fig. 1. 

 

 

Figure 1. Syntactic image analysis 

Within the context of the syntactic approach the decision of a recognition problem is re-

duced to use of the linguistic constructions containing some dictionary of the recognized ob-

ject signs and grammar according to which rules elements of the given object are described. 

Once each subimage inside the object has been identified, the recognition task is realized by 

performing a syntactic analysis of a sentence describing the object as a tree structure in order 

to determine whether the sentence is syntactically correct with respect to the grammar indicat-

ed. Sentence templates are defined as sequences to be built from selected subimages in differ-

ent ways, just as sentence phrases are built by concatenation of words and words by concate-

nation of morphemes. The syntactic approach to image recognition makes it possible to de-

scribe many subimages using small sets of simple formal grammar rules [3, 5]. 

BASIC CONCEPTS OF FORMAL GRAMMAR 

Since the implementation of structural methods of pattern recognition is based on the ap-

paratus of formal grammar, we consider some of its basic concepts needed to understand the 

essence of the structural approach. 

The theory of formal languages as a separate discipline usually originates from the stud-

ies of the famous American linguist Noam Chomsky, when in the 1950s he attempted to give 

an exact and unique characteristic of the structure of natural languages. His aim was to define 

the syntax of languages using simple and precise mathematical rules. It was later discovered 

that the syntax of programming languages could be described using one of Homsky’s gram-

mar models called free-context grammar [6]. 

In formal language theory, grammar G is a set of rules for generating strings in the formal 

language. The rules describe how to generate strings from the language alphabet that are valid 

according to the language syntax. The alphabet is a finite non-empty character set. It is as-

sumed that the characters are indivisible. The word (string) in the alphabet Σ is a finite se-

a 

b 

c 

d 

e 

H

G 

f 

line 

segment e 

line 

segment d 

 

line 

segment c 

square 

foreground 

picture 

background 

circle 

arc a arc b 
line 

segment f 

 



 

“Instrumentation Engineering, Electronics and Telecommunications - 2020” 

Proceedings of the VI International Forum (Izhevsk, Russian Federation, December 2-4, 2020) 

34 

quence of elements. The generating grammar G is defined as a production system consisting 

of an ordered set of four elements G = < T, N, I, P >, where T is a set of terminal characters of 

the alphabet Σ, i.e. source elements of the dictionary, N is a finite set of nonterminal (auxilia-

ry) characters, I is the initial character of the grammar and P is the finite set of rules. 

The construction of grammar begins with the initial symbol I. By applying the rules first 

to I and then recursively to the result of the previous transformation, it is possible to generate 

a correct “sentence” of the formal language defined by grammar. Grammar is built using spe-

cial substitution rules - expressions of the form “х→у”, which means “substitute x for y” or 

“substitute x instead of y”, where x and y are chains containing any terminal or non-terminal 

characters. The transformation algorithm stops when the expression no longer contains any 

nonterminal characters of the alphabet. Thus, according to the rules of grammar, the object is 

represented by a sentence in this language. To further describe the process of generation it is 

necessary to introduce such concepts as direct deducibility, deducibility and language gener-

ated by grammar [6, 7].  

It is important to note that a properly constructed grammar should not contain useless and 

unattainable symbols. 

Definition. The symbol X is called useful in grammar G = {T, N, I, P}, if there is an out-

put A  X  w, where w  N. 

It should be noted that X can be both a variable and a terminal, and the output chain αXβ 
is the first or the last in the output. 

Definition. If the symbol X is not useful, it is called useless. Obviously, the exclusion of 

useless characters does not change the grammar generated language, so all such characters 

can be removed. 

Definition. The symbol X is called generating in the grammar G = {T, N, I, P}, if there is 

the output X  w, where w  N. 

It should be noted that each terminal is a generating symbol, as it is output from itself in 

0 steps. 

Definition. The symbol X is called achievable in grammar G = {T, N, I, P}, if there is 

output A  αXβ for some α, β. 

A useful symbol, as the definition suggests, is both generating and achievable. If you re-

move the non-generating and then unachievable symbols from the grammar first, only useful 

symbols will remain. 

IMPLEMENTATION OF THE RECOGNITION PROCESS BASED ON 

STRUCTURAL METHODS 

In order to recognize an unidentified object on the basis of structural methods, it is neces-

sary first to find its non-derivative elements and the relations between them, and then to de-

termine with the help of syntactic analysis (grammatical parsing) whether the description of 

the image is consistent with the grammar, which, presumably, could have generated it. 

To form the appropriate grammar it is possible to use either a priori information about 

recognized objects, or the results of the study of the final selective set of “typical” in some 

sense objects. In the first case they speak about the grammar task on the basis of heuristic 

considerations, in the second case – about the grammar output. 

The practical use of the structural method of recognition requires solving the following 

main problems:  

1) construction of the appropriate description of recognized objects;  

2) the choice of grammar; 

3) implementation of the recognition process through syntactic analysis procedures; 
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4) the use of training procedures for grammar output; 

5) the application of procedures from other recognition methods (e.g. statistical to ac-

count for random interference and distortion, cluster analysis, etc.) within a structural ap-

proach. 

Consider the basic techniques used in the practical application of structural recognition 

methods. 

Methods of mathematical morphology 

An important part of image recognition process based on structural methods is the prelim-

inary processing of the analyzed image. At the pre-processing stage the object submitted for 

recognition is subjected to encoding and filtering, restoring and improving the image quality. 

Such filtration methods are considered in the framework of mathematical morphology, which 

provides an effective approach to the analysis of digital images [8, 9]. Morphological filtering 

does not use analytical parameters of signals, but their geometrical characteristics. The object 

is encoded or approximated in such a way that it is convenient to work with it further. For ex-

ample, a black and white image can be encoded using a grid (or matrix) of zeros and onez. To 

improve the efficiency of processing at subsequent stages of work, at this stage often resort to 

some kind of “data compression”. Then, using filtering and restoration methods, distortion is 

eliminated in order to improve image quality. It is assumed that at the end of the pre-

processing stage, images of sufficiently good quality are reproduced. 

Selection of non-derivative elements 

The first step in building a structural description of the recognition object is to define 

a set of non-derivative elements with which to describe the considered object. This choice de-

pends on the nature of the object, the type of source data, the application area and the way the 

recognition system is implemented in practice. At present, there is no universal solution to the 

problem of selecting non-derivative elements. 

Criterion 1. Non-derivative elements shall serve as the main elements of the image so as 

to provide a compact and relevant description of the source data by means of well-defined 

structural relations (e.g., connection relations). 

Criterion 2. Non-derivative elements shall be easily distinguishable or recognizable by 

known nonstructural techniques, as they are assumed to be simple and compact images, which 

“internal” structural information is not taken into account. 

Example. Consider that it is necessary to be able to distinguish rectangles of different 

sizes from other shapes. The following set of non-derivative elements is selected: a' – 0° – 

horizontal line segment; b' – 90° – vertical line segment; 

с' – 180° – horizontal line segment; d' – 270° – vertical 

line segment. A set of all possible rectangles (different 

sizes) is defined using a single sentence – a chain a'b'c'd' 

(Fig. 2). If it is necessary to distinguish between rectan-

gles of different sizes, the given description is inappropri-

ate. In this case it is necessary to use segments of unit 

length as non-derivative elements. Many rectangles of dif-

ferent sizes can be described using the language: 
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Criterion 2 for the selection of non-derivative elements may in some cases conflict with 

criterion 1 because non-derivative elements selected under the latter may be difficult to rec-

ognize using currently known methods. However, criterion 2 permits the selection of suffi-

ciently complex non-derivative elements as long as they can be recognized. The complexity 

of the non-derivative elements allows for simplified structural descriptions, i.e. less complex 

grammar. Finding a compromise solution is essential when building real recognition systems 

based on the use of structural methods.  

Use of grammars and languages for structural description of objects 

As already mentioned, grammar can be used to generate proposals that represent an ob-

ject and to conduct grammatical analyses of proposals to determine whether their structure is 

acceptable from the point of view of the grammar concerned. 

Example. Consider the grammar G = {T, N, I, P}, where T = {а, b, с, d}; N = {I, А, В, С, D}; 

P:    I → аА   А → b   I → сС   С → d  

       I → bB   B → c   I → dD   D → a 

In this case four sentences can be displayed ( – output symbol): 

I  аА  ab;   I  сС  cd; 

I  bA  bc;   I  dD  Da. 

If we consider the oriented segments shown in Fig. 2 as non-derivative elements, we can 

use this grammar to obtain four descriptions of segments forming a right angle. Here we use 

a technique that allows to describe two-dimensional objects using chain grammar. This meth-

od consists in joining the structures only in special points. One of the ways to implement this 

requirement is that in each structure only two points are selected. In this case, the selected 

points are interpreted as the beginning and end of the arrow. 

Output trees 

In the field of computer science the tree is understood as a widely used abstract data type, 

similar to the hierarchical structure of the tree, with a root value and subtrees - branches with 

a parent node represented as a set of related nodes [10, 11]. Each tree node has a certain de-

gree that characterizes the number of node subtrees. A node with zero degree is called a leaf. 

Leaves are nodes from which no branch comes out. 

Recognition procedures related to the use of decision trees belong to the group of struc-

tural methods, although in the strict sense of the word decision trees are an instrument of hier-

archical method of division [11]. The latter is used in cases when the solution tree “contains” 

many attributes. In each node of the tree one attribute is studied and, depending on the results 

of this study, the next tree branch is determined. The result of classification is determined at 

the lower tier of the tree. Such a recognition scheme is very convenient for taking into account 

a priori information about objects, but it lacks optimal training procedures. 

IMPLEMENTATION OF THE RECOGNITION PROCESS USING GRAMMATICAL PARSING 

The importance of formal grammars for recognition involves, in particular, the fact that 

they allow us to speak about the syntactic correctness or incorrectness in relation to a particu-

lar grammar representation of the studied image using given non-derivative elements and rela-

tions. The answer to this question allows to obtain a grammatical parse procedure [12]. Two 
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main types of grammatical parse are used: top-down parse and bottom-up parse. The top-

down parse procedure consists of consecutive attempts to obtain a given terminal sentence 

based on the initial symbol by using the rules of corresponding grammar. When using the bot-

tom-up parse procedure, it is necessary to restore the output tree starting from the elements of 

the main dictionary and applying inverted substitution rules. This procedure starts with a spe-

cific sentence and ends when the initial character is obtained. 

It is necessary to form a grammar such that when introducing into the grammar analyzer 

any of the given objects and parsing it according to the received grammar one or several 

structural descriptions of the object are reproduced at the analyzer output. Then the grammar 

conversion procedure is performed: 

1. All excessive rule entries are eliminated if a rule enters the transformable G grammar 

several times. 

2. Such a pair of auxiliary dictionary elements are found, that identification of these ele-

ments (replacing one with another in the whole grammar) will lead to excessive rule occur-

rence. If there are different options for selecting such pairs, the pair leading to the largest 

number of redundant occurrences should be selected. After identification of the rules it is nec-

essary to return to step 1. 

3. Such a pair N, n is found, which includes an element of the auxiliary dictionary N and a 

non-derivative element n, that the inclusion of the rule N→n in the grammar G (if it is not in-

cluded in it) and the selective substitution of N by n in the grammar G result in the reduction 

of the number of the rules after the elimination of the multiple occurrences. If there are differ-

ent variants of choice of such pairs, it is necessary to choose the pair providing the greatest 

reduction of the number of rules in grammar. Then it is necessary to return to step 1. 

4. The thresholds are entered according to the number of rules to be identified in steps 1-3: 

replacement is performed if the number of occurrences or the rules to be identified are not less 

than the threshold value. It is done in order not to decrease essentially dividing force of 

grammar. 

5. A threshold is introduced for the number of rules that are identical in everything 

(the exception is the type of the non-derivative element): if the number of such rules is greater 

than or equal to the value of the threshold, the corresponding rules are replaced by one con-

taining a non-derivative element of any type. We should then return to step 1. 

If further simplifications are not possible, the procedure is terminated. The result is one 

grammar. After the specified procedure is performed for each of the grammar formed in the 

first step, it is necessary to choose the “best” grammar. For example, the ratio of the separat-

ing force of the grammar to the square of the number of its rules can be used as the criterion 

of optimality of the grammar, and the separating force of the grammar is defined as the sum 

of separating forces of each of its rules; the latter is defined as the sum of the number of non-

derivative elements and the number of terms representing a relation or a property. 

CONCLUSION 

In this paper the syntactic method for recognition of multilevel and poorly structured ob-

jects is considered.  It is postulated that in order to recognize an unidentified object on the ba-

sis of structural methods, it is necessary first to find its non-derivative elements and relations 

between them, and then to determine with the help of syntactic analysis whether the descrip-

tion of the image is consistent with the grammar, which, presumably, could have generated it. 

Each object is treated as a chain or sentence because it is composed of elements of the main 

dictionary. The grammars presented can be used to classify objects, since the presented uni-

dentified object can be attributed to a certain class if it is a sentence of a language. Otherwise, 
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the object is attributed to another class. As a rule, the object is enrolled to the class in whose 

language it appears to be a grammatically correct sentence. If the last sentence is not execut-

ed, it is obvious that the object does not belong to any of the specified classes and, therefore, 

one more grammar is required, etc. The object to be recognized belongs to the class of interest 

in that and only if it is a grammatically correct sentence of the language.  

As a criterion of optimality of grammar can be used, for example, the ratio of the separat-

ing force. Words can be combined into more complex structures – sentences. Here language is 

considered as a set of sentences. Suggestions are built from words and simpler sentences ac-

cording to syntax rules. The syntax of the language is a description of the correct sentences. 

Alphabet, vocabulary and syntax fully define a set of acceptable language constructs and in-

ternal relationships between constructs. The set of syntax rules forms the grammar of the lan-

guage. Syntax rules can describe either the procedure for receiving correct sentences or the 

procedure for recognizing the “correctness” of sentences (i.e. their belonging to the given lan-

guage). In the first case the grammar will be generating, in the second case – recognizing. Cri-

terion for the choice of method may be the simplicity of determining the measure of proximi-

ty, the complexity of writing off the boundaries of classes and images, resolution, etc. Thus, it 

is very important to consider the individual physical features of recognizable objects, 

informativity of the chosen attributes, quantity and quality of the a priori and current infor-

mation, possibility of entering of adaptation (weight) factors, etc. 
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