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Abstract. Digital video image color balance correction algorithms are analyzed. The procedure of se-

lecting the objects presented in a video sequence is proposed to be used in order to make a compara-

tive analysis of color information: hue and saturation in HSL model, and chroma as well. The indices 

of color balance correction quality are substantiated. To carry out full-reference assessment, the 

groups of video sequences were chosen where various underwater vehicles filmed inside and outside 

the water can be found. The selection of underwater vehicles in images was made; the parameters of 

color information of the vehicles selected were estimated in the following video images: reference, 

source (underwater) and processed with the help of color balance correction algorithms under consid-

eration. A comparative analysis of color correction methods for video recordings taken in aquatic en-

vironment was carried out in order to identify the best algorithm according to the criterion of the clos-

est color information of objects presented in an underwater video image to color information of corre-

sponding objects not being distorted by aquatic environment. The results of the comparison have 

shown that the usage of Gray World Assumption algorithm leads to an improvement in hue up to 6.12 

times with saturation loss of 8.8 %, and the usage of White Patch Retinex algorithm – up to 4.43 times 

with a loss of saturation of 22.4 %. 

Keywords: video processing, color balance, aquatic environment, object selection, hue, saturation, 

chroma 

INTRODUCTION 

Currently, the work aimed at studying water basin bottom relief, surveying sunken ob-

jects, laying and maintaining gas and oil pipelines is actively carried out, scientific research of 

ocean and sea depths is also conducted. To implement these works, underwater mobile robotic 

devices are used, generally, with installed digital color video cameras, which make it possible 

to observe and record scenes at various depths, as well as to control the actions performed. 

The quality of underwater video images is significantly influenced by scattering and ab-

sorption of light in aquatic environment [1–3]. The degree of light absorption depends on 

wavelength, as well as on impurities concentration and type. Thus, minimum absorption in the 

waters of the World Ocean is observed in the range between 470…570 nm [2]. The process of 

light absorption leads to a reduction in the range of transmitted colors, and, consequently, to 

distortions in the hue of objects presented in video images taken in an aqueous medium [2]. 

Distortions of this type significantly reduce the quality of video data, worsen the perception of 
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underwater scene by the operator controlling the device. In addition, these factors make it dif-

ficult to detect and recognize the objects located on an oozy bottom. Therefore, to observe 

underwater scenes with the help of mobile robotic vehicles, an enhanced vision system im-

proving the quality of video image by color balance correction is needed. 

At present, various types of corresponding color correction algorithms are known, the re-

sults of which are different [4–11], therefore, it seems relevant to perform a comparative 

analysis of these approaches. The purpose of the analysis is to identify the best algorithm ac-

cording to the criterion described below for the best approximation of color information of the 

objects presented in the video image taken in aquatic environment to color information of the-

se objects not distorted by environment. 

ALGORITHMS UNDER COMPARISON 

Currently, Bradford's color correction method [4] is known, in which XYZ color space 

[12, 13] of an original image  , ,S S SX Y Z  is linearly converted to the color  , ,D D DX Y Z  of a 

processed image using the points of equal energy or reference white  , ,WS WS WSX Y Z  and 

 , ,WD WD WDX Y Z  of source and processed frames, respectively [4]. One of the problems solved 

in this method is to estimate a reference white point  , , .WS WS WSX Y Z  The solutions to this 

problem are determined by various color balance correction algorithms based on Bradford 

method: White Patch Retinex (WPR) [5, 6], Gray World Assumption (GW) [5, 7, 8] and Prin-

cipal Component Analysis (PCA) [9–11, 14]. 

The basic idea of WPR algorithm is the assumption that the white area presented in 

a video scene reflects maximum possible light source for each range [5]. Therefore, in this 

algorithm, the vector of maximum values of pixel intensities in each channel (R, G and B) is 

taken as a reference white point, and the brightest pixels of each range are excluded from con-

sideration. 

GW algorithm assumes that the average color of scene is gray [5]. In accordance with this 

assumption, a reference white point is calculated by averaging the values of pixel intensities 

in each range, after excluding the brightest and darkest pixels. 

PCA color correction algorithm is based on the principal component method [9–11, 14]. 

Colors in RGB space form three-element vectors. In the algorithm considered, at the initial 

stage, these color vectors are arranged according to the norm of projection onto image average 

color vector. A reference white point represents a vector of dominant direction in the set of se-

lected color vectors, which is calculated using the principal component analysis method [14]. 

EXPERIMENT DESCRIPTION 

General principles of comparison 

The goal of applying color balance correction algorithms in enhanced vision systems for 

underwater mobile robotic vehicles is to bring the colors of objects presented in the frame 

closer to more “natural” ones. Here, “natural” colors are the colors not being distorted by 

aquatic environment. To assess the quality of color balance correction in order to reduce the 

influence of aquatic environment, it is appropriate to use reference color parameters of objects 

of interest, where color parameters of these objects are used as a reference under normal con-

ditions, that is, in daylight out of water. 
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For the experiment, the groups of videos containing four different underwater vehicles 

were chosen [15-17]. Three of them, having a bright yellow color, were presented in video 

recordings taken both underwater and out of water. The fourth apparatus is a priori known to 

have white color; therefore, in this group, only video records obtained in aquatic environment 

are used. In the video recordings selected, objects move and change their spatial orientation as 

the result of which underwater vehicles and their individual elements have different lighting. 

In addition, scenes with different background color are used for underwater video recordings. 

To exclude background and extraneous objects from the analysis, an automated selection 

of the object of interest is performed. Then for the selected object the average values of color 

parameters are calculated. In this case, averaging is performed over the pixels of the object 

selected and over the frames. Further, these parameters calculated for reference, source and 

processed video are used to compare color balance correction algorithms. 

Hue, saturation and chroma have been chosen as the analyzed color parameters. Hue and 

saturation are used when presenting colors in HSI (HSV) and HSL models [18-20]. However, 

despite widespread use of these color spaces, the use of saturation as a measure of colorful-

ness can lead to incorrect results in dark areas of an image. Therefore, for additional consider-

ation of colorfulness, chroma values of the object selected are also calculated. 

Comparison procedure 

When analyzing the quality of color balance correction, images representing the frames 

of the chosen videos are used: reference image ,refI  original image sourceI  to be corrected for 

color balance, and the results of processing using PCA ,PCAI  WPR ,WPRI  GW 
GWI  algo-

rithms. The image data is initially presented as a component of red, green, and blue 

 , , .I R G B  The color of the object of interest is calculated in the same way for all images 

,refI  ,sourceI  ,PCAI  ,WPRI  .GWI  

On the first stage of a comparison procedure of the algorithms indicated, the image is 

transferred to HSL color space. For each pixel  , ,i r g b  of image I, a transformation is per-

formed, as a result of which pixel i is represented as components of hue, saturation and light-

ness  , , ,i h s l  respectively [18, 19]. In addition, chroma values are calculated [18, 19]: 

    max , , min , , .c r g b r g b   (1) 

On the second stage, the object of interest is selected, that is, a mask M is formed, m pix-

els of which are defined as follows: 
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where min ,H  max ,H  min ,S  max ,S  min ,L  maxL  are lower and upper thresholds of the channels of 

hue H, saturation S and lightness L, chosen experimentally for each video record. In order not 

to take into account excessively illuminated or darkened areas of the object, where values h 

and s may turn out to be incorrect, lightness thresholds were chosen not equal to the limits of 

dynamic range of channel L, i.e. min 0,L   max 1.L   
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In Fig. 1 frames refI  of video recordings of various scenes and selected objects for clarity 

being presented in the form of element wise multiplication result refI M  are shown. 

 

 

Figure 1. Frames of source video recordings of various scenes (on the left)  

and the results of objects selection (on the right) 

On the third stage, color parameters of the objects selected are averaged by pixels and 

frames. The average hue value of the selected object is determined by the formula 

 ,
f p f pN N N N

H h m m    (3) 

where pN  is the total number of pixels in a frame, fN  is the number of frames in a video. For 

other color parameters, the calculation is performed in the same way. This operation is per-

formed for all video recordings: reference, source and processed by PCA, WPR, GW algo-

rithms. Thus, at this stage, the parameters of average hue ,refH  ,sourceH  ,PCAH  ,WPRH  ,GWH  

average saturation ,refS  ,sourceS  ,PCAS  ,WPRS  GWS  and average chroma ,refC  ,sourceC  ,PCAC  

,WPRC  GWC  are determined. 
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Fig. 2 as an example shows the frame of an original video and the results of the image 

processed by the algorithms considered. This image shows only the selected objects, since 

only the pixels of these objects are taken into account when analyzing the algorithms. 

 

 

Figure 2. The selected object on the source image (a) and on the images processed using PCA (b), 

WPR (c), and GW (d) algorithms 

The values of color averaged parameters of the object in this frame (at 1fN  ) were: 

0.31,sourceH   0.24,PCAH   0.21,WPRH   0.11,GWH   0.56,sourceS   0.4,PCAS   

0.43,WPRS   0.62.GWS   

For the scenes with yellow objects, parameters ,H  S  and C  themselves are not indica-

tors of improved color balance. The difference refH H H    is used as a measure of hue 

proximity to reference values. Here H  is seen as one of the values ,sourceH  ,PCAH  ,WPRH  

.GWH  The measure of video image hue improvement due to the application of an algorithm is 

determined as a ratio H sourceG H H    by the criterion of approaching a reference value. 

Saturation and chroma gain are calculated as ratios ,S refG S S  ,C refG C C  respectively. 

Improvement in color balance correction quality corresponds to the increase in value HG  and 

the approximation of values SG  and CG  – to a unity. 

A group of videos containing a white underwater vehicle was analyzed in a slightly differ-

ent way. Firstly, hue values were not taken into account, since this parameter does not make 

sense for a white object. Secondly, since for a white object 0refS   and 0,refH   an indicator 

showing the quality of color balance correction algorithms application are the coefficients of 

decreasing saturation S sourceR S S  and chroma .C sourceR C C  Accordingly, in this case the 

larger the values of SR  and ,CR  the better the algorithm for color balance correction is. 
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EXPERIMENTAL RESULTS 

Table 1 shows mean values of hue ,H  saturation S  and chroma C  of selected objects, 

as well as coefficients ,HG  ,SG  
CG  calculated on their basis. 

 

Table 1. Averaged color parameters of selected objects and indicators of color balance improvement  

for scenes with yellow objects 

Scene Video H  S  C  H
G  

S
G  

C
G  

1 Reference 0.125 0.584 85 – 1 1 

Original 0.308 0.576 82 1 0.987 0.9639 

PCA 0.263 0.345 48.8 1.33 0.592 0.574 

WPR 0.254 0.339 41.3 1.42 0.58 0.486 

GW 0.095 0.754 91 –6.12 1.291 1.07 

2 Reference 0.109 0.633 118.1 – 1 1 

Original 0.259 0.283 56 1 0.448 0.475 

PCA 0.237 0.267 55.3 1.14 0.42 0.468 

WPR 0.236 0.267 55.3 1.14 0.42 0.468 

GW 0.236 0.267 55.3 1.14 0.42 0.468 

3 Reference 0.128 0.765 147 – 1 1 

Original 0.424 0.756 101.6 1 0.989 0.69 

PCA 0.199 0.57 87.7 4.2 0.746 0.596 

WPR 0.195 0.594 89.3 4.43 0.776 0.607 

GW 0.177 0.698 108.7 6.12 0.912 0.739 

 

Analysis of this table shows that all color balance correction algorithms considered im-

prove the hue  1 ,HG   but hue colorfulness is distorted. In this case, PCA and WPR algo-

rithms reduce saturation and chroma, and GW algorithm provides the least distortion of these 

parameters. However, when using this algorithm, the object as a result of processing may be 

oversaturated ( 1,SG   1CG  ). The value 1HG    for GW algorithm shows that an over-

shoot occurs, i.e., as a result of processing the hue approaches the reference, but the hue 

change is larger than necessary: 2 .source source GW sourceH H H H      

Values of ,S  C  parameters and ,SR  
CR  quality indicators for a white object are given in 

Table 2. 
 

Table 2. Averaged parameters of colorfulness of selected objects and indicators of its reduction  

for scenes with white objects 

Video S  C  S
R  C

R  

Original 0.259 42.2 1 1 

PCA 0.211 31.3 1.23 1.35 

WPR 0.194 28.7 1.33 1.47 

GW 0.977 113.1 0.27 0.37 

 

From the analysis of Table 2 it can be seen that PCA and WPR algorithms reduce satura-

tion and chroma of an object having a white color, that is, improve the image. GW algorithm, 

in contrast, leads to a false “coloring” of an object. 
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CONCLUSION 

The results of color parameter analysis of the underwater objects highlighted in video 

have shown that GW algorithm provides the best approximation to the standard. However, 

this algorithm in some cases leads to the overshoot of all considered parameters and false 

staining of less saturated objects. The improvement in hue as a result of applying GW algo-

rithm reaches 6.12 times with a saturation loss of 8.8 %. 

For tasks in which the overshoot of color parameters and false staining are not allowed, 

among the considered color balance correction algorithms, WPR algorithm has the best quali-

ty indicators. The improvement in hue in this case reaches 4.43 times with the loss in satura-

tion of 22.4 %. 
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