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Abstract. This article presents an experimental investigation of the characteristics of the module based 
on the optical tunneling effect, which provides information on the nano displacements resonator of the 
angular velocity transducer. The analysis of the sensitivity of the module based on the optical tunnel-
ing effect with increasing amplitude of forced displacements excited by a piezoelectric module  is 
produced. The principle of operation of the module based on the optical tunneling effect, which is 
based on the dependence of the reflection coefficient of the radiation source structure “medium-gap-
medium” on the size of the gap, is determined. The transfer function of the piezoelectric transducer 
based on the optical tunneling effect with the total optical losses is determined. The theoretical inves-
tigation of the transfer function based on the tunneling effect using the module “optical prism – me-
dium – surface simulator of the edge of the ring resonator” is carried out. The results of the experi-
mental investigation are confirmed that when the amplitudes of the input voltages increase, asymmet-
ric amplitudes of the positive and negative half-waves of the output voltages of the module based on 
the optical tunneling effect are formed. The scheme of the experimental investigation of the transfer 
function of the module based on the optical tunneling effect, providing the implementation of optical 
information retrieval in the measurement of angular velocity, is described. The results of the experi-
mental investigation of the optical information sensing unit at different signals of the wave generator 
show a good agreement with the theoretical model of the module based on the optical tunneling effect 
and a small change in sensitivity with increasing the angular velocity and amplitude of the displace-
ment of the resonator edge simulator, which should be compensated for the formation of the output 
signal. 

Keywords: transducer, angular velocity, optical tunnel effect, piezoelectric transducer, experimental 
investigation 

INTRODUCTION 

The principle of operation of the module based on the optical tunneling effect (MOTE) is 
based on the dependence of the reflection coefficient of the radiation source for the structure 
                                                            
  © V. I. Busurin, A. V. Kazaryan, Yin Naing Win, K. A. Korobkov, 2019 
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“medium-gap-medium” of the gap. In MOTE, optical radiation passes through the optical 
prism interacting with the ring resonator (RR) and reaches the photodetector [1-4]. The angle 
of incidence of the radiation source on the interface between the prism and the gap is chosen 
such that at a large gap, compared with the wavelength of optical radiation, there is a total in-
ternal reflection (TIR). If the size of the gap is comparable with the wavelength of light, then 
part of the radiation passes (tunnels) through the gap into the second medium and the reflec-
tion coefficient of the structure “medium-gap-medium” decreases. Thus, the power of optical 
radiation reflected from the structure “medium-gap-medium” carries information about the 
magnitude of the change in the gap and the measured angular velocity[5-10]. 

When developing an angular velocity transducer, it is necessary to have an adequate de-
scription of the real transfer function of the module based on the optical tunnel effect 
(MOTE), depending on the size of the nano-displacements of the resonator when the meas-
ured angular velocity is applied. The validity of the obtained characteristics of the transducer 
should be based on the results of a comparison of theoretical calculations and experimental 
studies. 

INVESTIGATION OF THE CHARACTERISTICS OF THE MODULE BASED ON THE 
OPTICAL TUNNELING EFFECT USING THE PIEZOELECTRIC TRANSDUCER 

To check the transfer function of the MOTE of the angular velocity transducer, an ex-
perimental investigation was conducted using a piezoelectric transducer based on OTE[11]. 
For the experimental investigation of the transfer function of MOTE, the scheme is developed 
that consists of prism of quartz glass 1, collimating device 2, fiber optic cable 3, wave genera-
tor 4, laser module (KIWI-4100) 5, simulator of the edge of the ring resonator 6, piezoelectric 
transducer 7, photodiode 8, current to voltage Converter 9, digital oscilloscope 10, computer 
11 (Fig. 1). 

 

 
Figure 1. Schematic diagram of experimental setup for the investigation of characteristics for MOTE  

using piezoelectric transducer 

In the mode of generating radiation a laser module (KIWI-4100) was used as a radiation 
source with a wavelength λ = 0.65 μm while maintaining a constant power of optical radia-
tion. Periodic changes in the gap were made using excitation of a piezoelectric transducer 
with different amplitude of the alternating voltage. When applying the exciting voltage to the 
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piezoelectric transducer, occurs changing of the working gap d between the surface of the 
simulator of a part of the edge of the ring resonator and the base of the prism. From the radia-
tion source, the optical signal passes the structure “prism-medium-simulator of a part of the 
edge of a ring resonator” through an optical fiber. Under the action of the voltage of the wave 
generator, the magnitude of the nano-displacement of the piezoelectric transducer changes: 
y = kPT·UWG, where kPT – coefficient of piezoelectric transducer, UWG – voltage of wave gen-
erator [12-17]. 

The size of the working gap d between the surface of the piezoelectric transducer and the 
base of the prism is determined by the initial gap d0 and nano-displacement of the piezoelec-
tric transducer y(UWG): 
 ( ) ( )WG 0 WG .yd U d U= −  (1) 

When reducing the working gap d due to the approach of the simulator of the edge of the 
piezoelectric transducer, there is a decrease in the power of the optical signal fed to the 
photodetector. In this case, the transfer function of such a converter based on OTE, taking into 
account the total optical loss, is determined by the following formula[18-20].: 

 ( ) ( )I-U WG I-U PD RS OL WG ,U PU K S R d UK= ⋅ ⋅ ⎡⋅ ⎤⎣ ⎦⋅  (2) 

where KOL – coefficient of total optical loss, KI-U – coefficient of current to voltage converter, 
SPD – sensitivity of the photodiode, PRS – power of the radiation source, ( )WGR d U⎡ ⎤⎣ ⎦  – the 
reflectivity of the structure “prism-medium-simulator of a part of the edge of a ring resonator”. 

A theoretical investigation of the transfer function of the module “prism-medium-
simulator of a part of the edge of a ring resonator” was performed with the following parame-
ters: incidence angle of radiation θ = 47 °, wavelength λ = 0.65 μm, power of radiation source 
РRS = 20 μW, refractive indices of prism and simulator of the interacting part of the resonator 
n1 = n3 = 1.544, respectively (Fig. 2). 

 

 
Figure 2. Transfer function of MOTE with variation of the initial gap 

It is shown that when the initial gap deviates from the value corresponding to the middle 
of the quasilinear section, reflectivity of the MOTE changes and the sensitivity of the module 
“prism-medium-simulator of a part of the edge of a ring resonator” decreases, leading to 
a decrease in output voltage amplitudes UI-U m(UWG m). An increase in the amplitudes of the 
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oscillations of the gap d m (UWG m), proportional to the angular velocity and created by the im-
itating voltage UWG supplied to the piezoelectric transducer, leads to the formation of an 
asymmetrical output voltage with different amplitudes of positive and negative half waves. 

The experimental investigation of the transfer function of the piezoelectric transducer was 
carried out at various voltage of the wave generator at a frequency of f = 1 kHz (Fig. 3). 

 

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 3. The relationship of the output voltage of MOTE at a frequency f = 1 kHz on various input 
voltages: UWG  m = 20 V (a); UWG  m = 40 V (b); UWG  m = 60 V (c); UWG  m = 80 V (d); UWG  m = 100 V (e); UWG  m =  
= 120 V (f) 
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It was confirmed that as the amplitudes of the input voltages increase, asymmetric ampli-
tudes of the positive and negative half-wavelengths of the MOTE output voltages are formed 
(see Fig. 3), having a difference of up to 38 % according to the results of the experiment 
(Fig. 4, a). This leads to a decrease in the linearity of the transfer function when simulating 
the measurement of angular velocity, which requires the introduction of compensating effects. 
The sensitivity of MOTE to periodic changes in the gap remains approximately the same due 
to the compensation of the decrease in sensitivity for a positive half-wave with its increase for 
a negative half-wave. 

A comparison was made of experimental and theoretical data on the transfer function of 
the piezoelectric transducer for various signals of wave generator and initial gaps (Fig. 4, b). 

 

  
(a) (b) 

Figure 4. The ratio of the amplitude of the positive and negative half-waves UWG m (a); comparison of 
theoretical calculations and experimental investigation of the information retrieval module based on 
the optical tunneling effect (b) 

A comparison of theoretical calculations and experimental studies shows that the use of 
theoretical dependences in the calculation of transducers based on the optical tunnel effect 
gives good agreement with the experimental data. 

CONCLUSION 

A theoretical investigation of the transfer function based on the optical tunneling effect 
using the module “prism - medium - surface of the simulator of the edge of the ring resonator” 
is described. A scheme for the experimental investigation of the MOTE transformation func-
tion is described, which provides the realization of optical information retrieval module in 
measuring the angular velocity. The results of an experimental investigation of an optical in-
formation pickup site with various wave generator signals show good agreement with the the-
oretical model of MOTE and a small change in sensitivity with increasing angular velocity 
and amplitude of displacements of the resonator edge simulator, which should be compen-
sated for when forming the output signal. 

This work was supported by the Russian Foundation for Basic Research (Grant No. 19-08-00108). 
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Abstract. In order to be able to scale business enterprises and digitally transform them, we need to be 
able to readily integrate business data. Traditional systems have business data travelling through dif-
ferent layers of the automation stack vertically. This study presents an architecture that employs a uni-
fied ontology namespace for integration of business data. Such an architecture is thought to enhance 
transparency and visibility easing integrations. A use-case exploiting such an architecture with web-
services is presented to convey the ease at which different applications, such as a digital twin, can be 
“plugged in” to realize further business potential of enterprises. 
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INTRODUCTION 

Product Lifecycle Management (PLM), Enterprise Resource Planning (ERP) and Manu-
facturing Execution Systems (MES) have been the cornerstones of many (manufacturing) in-
dustries for decades but they have traditionally functioned as distinct and disparate systems 
coupled by means of proprietary protocols that prevent data from freely flowing across them. 
In order to obtain the best product in each level of the stack, often enterprises make use of dif-
ferent vendors at each level that have been implemented in completely different platforms and 
their convergence would generally take place only by means of software API integration done 
by software experts. 

Fig. 1 shows the automation pyramid based on the standard that depicts the various level 
of automation in a factory. It constitutes of the following levels: 

– Level 0 is the field level contains the field devices, i.e. sensors that senses an event or 
measures one or more input variables and actuators that manipulate variables. 

– Level 1 is the control level that consists of programmable logic controllers (PLCs) or 
distributed control systems (DCS). They take in the information from the field layer to act up-
on them, make decisions based on programmed logic and pass back the outputs to the field 
layer. 
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– Level 2 is the supervisory level that primarily uses supervisory control and data acqui-
sition (SCADA) systems and other human machine interfaces (HMIs). Operators make use of 
these systems to monitor and control process data which may be stored in databases. 

– Level 3 is the planning level that constitutes mainly of the manufacturing execution 
systems (MES) that monitors the manufacturing processes in the plant that transforms prod-
ucts from its raw form to finished goods. 

– Level 4 is the business planning and logistics level that comprises mainly of the enter-
prise resource planning (ERP) systems that is a suite of computer applications to monitor 
business processes such as purchasing, sales, finance and payroll among others. 

 

 
Figure 1. The Automation Pyramid 

Integration in automation can take place along three directions, namely horizontal, verti-
cal and temporal (longitudinal) (Sauter, 2005).  Horizontal integration refers to the integration 
that takes place within each level (intra-level), vertical integration takes place along different 
levels (inter-level) and temporal integration takes place along the lifecycle of the plant. 

To attain the holy grail of tri-system integration (PLM, ERP, MES), this paper envisions 
an architecture that publishes information from each of the layers of the pyramid to common 
unified knowledge base. Although the architecture allows for horizontal and vertical integra-
tion, the focus of the study is on temporal integration. Temporal integration refers to the 
changes that the automation system undergoes during its life-cycle. The different phases of 
the life-cycle include design, engineering, commissioning, operation and maintenance. Spe-
cifically, we look into reconfiguration of the automation system during operation as a use 
case. The unified architecture is expected to facilitate data sharing between constituent sys-
tems to offer visibility that would help eliminate redundant processes and waste, reduce 
product delivery times and ensure optimal overall running of the plant.  

The remainder of the paper is structured as follows. The next section presents a back-
ground on the technologies underpinning the approach undertaken in the study and related 
work. The approach presents the conceptual architecture. A use-case where a digital twin for 
PLM is developed for a system that is developed based on the approach is discussed in the 
case study section. Discussions take place in the subsequent section and are followed by 
a conclusion where future work is presented. 
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BACKGROUND AND RELATED WORK 

Work undertaken in this study revolves around two main technologies, web services that 
expose functionalities of applications as services and ontologies by means of which the do-
main knowledge or the current state of the system is represented. In this paper, the term web 
services is used loosely and does not necessarily mean connected to web, although this may 
be the case. It is used synonymous to Application Programming Interface (API) and is used to 
connote a medium of communication. Clarifying further, applications can make use of the 
service-oriented architecture using HypeTtext Transfer Protocol (HTTP) in local area net-
works without be connected to the World Wide Web. 

Technologies 

Webservices 

A Web service is “software system designed to support interoperable machine-to-
machine interaction over a network”(“Web Services Glossary § Web service, W3C,” 
2004).Such a generic definition allows for REST architectures to be seen as one and conse-
quently we look into two dominant paradigms in service oriented architectures, REST and the 
simple object access protocol (SOAP).  

SOAP interactions occur with data in the XML format. SOAP web service descriptions 
are expressed using WSDL, an XML-based standard used to publish service descriptions us-
ing ports (service address), port types (operations that can be performed) and bindings (proto-
col used) (Gudgin et al., 2007). Universal Description, Discovery, and Integration (UDDI) is 
a standard for describing, publishing and discovering these services. 

REST is the abbreviation for representational state transfer. A REST(ful) service is one 
that is built on a REST architecture that stipulates six architectural constraints (Fielding & 
Taylor, 2002):  Uniform Interface, Stateless, Cacheable, Client-Server, Layered and Code-on-
Demand. REST makes use of create, read update and delete (CRUD) operations using HTTP 
verbs typically on HTTP protocol. Web Application Description Language (WADL) (Haldey, 
2009) is typically used to describe RESTful services . 

Thus, while SOAP is a protocol that is formally defined using official web standards de-
veloped by the World Wide Web Consortium (W3C), a REST service is an architectural style 
that needs to be followed in order to qualify as a REST service. SOAP uses XML while REST 
can use a variety of formats including JSON, HTML, XML, etc. As such, SOAP requires 
more resources and bandwidth, while REST is rather lightweight and requires fewer re-
sources. While SOAP services are mainly function driven, i.e. used for the transfer of struc-
tured information, REST services are mainly data driven and used for accessing a resource for 
data. As far as security of exchanged information is concerned, REST inherits the security 
features from the underlying transport protocol (HTTP(S)), while SOAP benefits from its own 
message level security via the WS-Security standard. Thus, REST offers only a faster point-
to-point security while the data is being exchanged over the wire while SOAP offers a reliable 
end-to-end security. 

When choosing between the two for a business application the following may be consid-
ered: 

• Complexity: REST is to be used for simpler and faster access to a resource. SOAP’s 
application is different in the sense that it is used mostly when maintaining open stateful con-
nections with a complex client is necessary. REST transactions are stateless and independent 
of each other. 
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• Data formats: REST services can make use of data in various formats including 
JSON, CSV, XML, etc. while SOAP is limited to XML. XML is verbose and is less easy to 
parse than JSON or CSV and can accumulate on computation costs. 

• Standardization and Security: If standardization is key, SOAP offers support for 
Web Services specifications. As for security, both support Secure Sockets Layer for point to 
point protection but SOAP offers WS-Security for end-to-end enterprise level protection.\\ 

• Legacy applications: Legacy systems are another argument in favour of SOAP. 
REST have gained popularity in recent times and many applications may still have only an 
implemented SOAP API. 

Thus, it can be said that both REST and SOAP make use of different semantics and for-
mat to provide similar functionality and operate with separate security concerns. 

Ontologies 

Ontologies originated in research areas of metaphysics where philosophers used to de-
scribe the existence and nature of reality. A simple definition of ontology is that of Agarwal 
(2005) who states that “an ontology is, therefore, the manifestation of a shared understanding 
of a domain that is agreed between a number of agents and such agreement facilitates accurate 
and effective communications of meaning, which in turn leads to other benefits such as inter-
operability, reuse and sharing”. 

The rise of the semantic web has seen the emergence of ontology markup languages 
based on XML, of which Web Ontology Language (OWL), a W3C recommendation (“OWL - 
Semantic Web Standards”), is the most prominent. Ontologies have since been pursued by 
many, in various fields and domains to simplify and represent complex, unstructured and het-
erogeneous information as will be seen in the following section. 

Related Work 

Existing literature referring to ontology as a representation of manufacturing domain 
knowledge is plentiful. Specifically for enterprise integration that includes work of Zoubeidi, 
Kazar, Mesbahi, & Benharzallah, (2014) which presents an architecture towards integration of 
Enterprise Resource Planning systems (ERP) with a focus on semantic integration based on 
the context of use. The PABADIS’PROMISE (Diep, Alexakos, & Wagner, 2007) project 
deals with heterogeneity in a manufacturing environment and presents an interoperability 
framework based on ontology. Kalogeras, Gialelis, Alexakos, Georgoudakis, & Koubias 
(2006) present an architecture for vertical integration of the enterprise by using workflows to 
represent enterprise processes. 

Different approaches to formalizing ontologies can be found as well. Nach & Lejeune, 
(2008) present an ontology that supports the ERPs for SMEs. A generic ontology for re-
sources in an enterprise formulated from competency questions have has been presented by 
(Fadel, Fox, & Gruninger, 2002). MASON, a manufacturing upper ontology has been pre-
sented by Lemaignan, Siadat, Dantan, & Semenenko (2006). 

APPROACH 

The automation pyramid presented in the previous section saw a tightly coupled stack of 
applications that only interacted with applications in the adjacent layers. If for some reason 
we have to diverge from the traditional flow of information, say for example that we need 
some information from the ERP system to alert the operators at the SCADA layer, this would 
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have to flow through the MES system. This would require integrations at both the ERP-MES 
level and the MES-SCADA level. It is clear to see how the existing architecture is subopti-
mal. If we consider another scenario, where one would like to deploy an application that 
would use data from different layers of the stack, this would mean making discrete connec-
tions from distinct applications on disparate platforms, which is both time consuming and re-
quires expert intervention. 

Topology 

Fig. 2 shows the conceptual architecture of the approach taken in this study. It consists of 
the systems that constitute the automation pyramid in Fig. 1. However, it takes the form of a 
star topology as opposed to the vertical stack. The central component is the domain ontology 
that each of the systems update to maintain a comprehensive updated knowledge model of the 
plant.  

 

 
Figure 2. Conceptual Architecture 

Discrete connections may still exist between these systems. For example, time critical 
applications may necessitate discrete connections from the field sensors and the control layer 
for real-time decision making based on programmed logic. This could be via any industrial 
(fieldbus) protocols, Profibus for example. 

In some cases, especially in the case of legacy systems, the domain ontology acts as 
a knowledge base in addition to the existing vertical stack and does not replace it. This can be 
thought of as a generalization of the first point. 

Information Interchange 

Interaction of heterogeneous systems on disparate platforms requires standardized inter-
faces that foster information exchange between them and the unified knowledge base. Web 
services for long have provided just this interoperability is an obvious choice in the under-
taken approach. There are mainly two kind of web services; web services that employs the 
simple object access protocol (SOAP) and RESTful web services, the relevant details of 
which was discussed in the previous section. We make use of both depending on the 
application requirements. 

SOAP is to be used for applications where security is of prime importance or in cases 
where the endpoint under consideration is already implemented in SOAP. These include ap-
plications at the enterprise level such as payment gateways in financial services, customer re-
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lationship management (CRM) systems, etc. REST is to be used for applications where effi-
ciency involving a lightweight architecture is needed or where the endpoint of the application 
is a RESTful one. This would be in the case of field devices, or devices in the control (PLCs) 
and supervisory layer (SCADA Systems). 

Knowledge Representation 

Domain knowledge is represented using ontologies introduced in the earlier section. 
Fig. 3 shows the relationships between classes (entities) in the ontology. They are associated 
by means of need-feed relationships that exist between them. Here the relationship need takes 
the meaning of requires while feed relationships can be viewed as supply with or produces. 

The Resource entity: A resource is any ob-
ject that plays a role with respect to an activity 
(Fadel et al., 2002). As such, resources could 
be equipments such as work centers that proc-
ess products, humans that perform activities 
that require human intervention such as load-
ing of pallets, maintenance, electricity required 
to operate equipments, etc. 

The product entity: A product is the 
produce of the production system or line 
obtained via the transformation of raw goods. 

The process entity: The transformation of 
raw goods to products takes place by the 
means of processes. The ontology developed is available online1. It must be noted that object 
and data property axioms are included for illustrtation purposes only. Those axioms are 
automatically created during runtime depending on the response from the production systems 
during runtime. 

USE CASE – DIGITAL TWIN FOR PLM 

This section presents an example of a use-case that utilizes the architecture described in 
the section III. The use-case is that of a digital twin of a production system that interacts with 
the domain knowledge to facilitate product lifecycle management functions. 

Architecture 

The conceptual architecture of the use-case is depicted in Fig. 4. It consists of a produc-
tion system interfaced with a RESTful interface and its description which is stored in 
a WADL document that is made available for necessary integrations. A knowledge broker 
exists which acts as an intermediary between the source of the information in the production 
system and its ontological representation as the domain knowledge and consists of a web ser-
vice discovery component and an ontology broker. It performs two basic functions: (1) Trans-
lation and transformation of necessary knowledge to be stored in the unified ontology name-
space and (2) Discovery of web services to be able to perform the previous function. The 
knowledge base is developed in OWL remains synchronized with the current state of the pro-
duction system with the help of the knowledge broker. The digital twin utilizes a SPARQL 
wrapper to query the knowledge base. 
                                                            
1 https://github.com/joedavid91/unifiednamespace 

 
Figure 3. Relationship between entities  

constituting the ontology 
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Figure 4. Realized Digital Twin Architecture 

Implementation 

The production line is that of a Flexible Manufacturing System (FMS), the specifics of 
which are introduced in an earlier work (David, Lobov, & Lanz, 2018). The system consists 
of components typical of an FM system such as machining centers, loading and material sta-
tions, washing machines, crane and its associated storage. The knowledge broker is a software 
component developed in python using libraries urlib2 for the restful requests, rdflib to express 
the information in RDF, wadllib for the discovery of services. The knowledge base is devel-
oped using Protégé, an open source ontology editor and expressed in the Resource Descrip-
tion Framework. The domain knowledge can either exist as a file or can be served via HTTP 
via a Jena Fuseki Server implementing a SPARQL endpoint.  The digital twin is developed 
using the software Visual Components, a leading developer of 3D simulation software for 
manufacturing. One of key concepts underlying the development of the digital twin is the sep-
aration of concerns by developing modular components. Each of the components exist inde-
pendently and have a description of itself that is made available by its manufacturer in the 
XML format. The description contains all specifications of the component and describes it in 
its entirety. For example, a machining centre has information such as the PLC parameters, 
Pallet Changer parameters, Address parameters, Tool parameters, NC program parameters 
among a lot of others. The digital twin uses these specs from the domain knowledge to initial-
ize the components in its 3D world. The digital twin behaviors are also implemented in py-
thon in Visual Components and makes use of the SPARQLWrapper python library to be able 
to query the domain knowledge. Thus, although the knowledge is centralized the intelligence 
is distributed. 

Case Study 

As a particular scenario, we examine a case that allows for automatic re-configuration of 
production systems during commissioning and operation and demonstrate how the architec-
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ture envisioned in the earlier section allows for it. It must be noted that, the intention is not to 
deal with spontaneous dynamic networks at the protocol level but show that the digital twin 
can make use of such an architecture to incorporate dynamic networks. 

The devices registered in the production line are made available in a device discovery 
API exposed through the REST interface. This service is discovered by the WS discovery 
component of the knowledge broker and the domain knowledge is updated accordingly. 
Fig. 5a shows the REST request and response from a third-party REST client. Similarly, the 
location coordinates of the devices are made available in a device data API exposed through 
the REST interface which is updated in the domain knowledge via the knowledge broker. The 
domain knowledge that exists in the resource description (RDF) format is updated by the 
knowledge broker simultaneously (Fig. 5b). The knowledge base in itself can be considered as 
a “raw” digital twin with potent information. The digital twin queries the domain knowledge 
base via SPARQL, an RDF query language. A sample query that initializes the components of 
the digital twin and locates them in the layout is shown in Fig. 5c. The digital twin (Fig. 6) 
makes use of this and a host of other information in the same manner to function and provide 
value to the entire business enterprise. 

 

 
Figure 5. (a) Example RESTful information exchanged between Knowledge Broker and Production 

System (b) Machining Centre Description stored in RDF format in the Domain Ontology (c) SPARQL 
query to obtain coordinates of the devices in the production system 

 
Figure 6. Digital Twin 
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DISCUSSION AND CONCLUSION 

As the digitalization of the manufacturing enterprises gains momentum, the integration of 
its systems is considered to play a crucial role. By closing the loop between the ERP, MES 
and PLM the domain knowledge facilitates just this and the central repertoire of domain 
knowledge offers visibility and access that would help streamline manufacturing operations 
and help reduce redundant communication. 

The use case presented a digital twin that exploits the architecture presented in the ap-
proach section.  The use of an ontology expressed in OWL to represent domain knowledge 
can be justified by the fact that it offers high level of expressivity while allowing to model 
complex constructs typical of manufacturing systems. Inference of new knowledge (not in 
use-case) based on existing knowledge can also take place via inference engines using rule 
languages such as SWRL. Serializing it as RDF/XML helps existing and inferred knowledge 
to be queried by query languages such as SPARQL. The use of webservices further helps en-
capsulate business functionality while taking care of security concerns.   

Moreover, such an architecture can have several other advantages. It provides scalability. 
As the physical asset scales, only the description of the services needs to be added or modi-
fied. If the scaling involves just increase in the quantity of existing components, the architec-
ture allows for automatic discovery and updation in the domain knowledge. The knowledge 
broker further allows for easy access of all information stored in the knowledge base to any 
administrator or other users such as customers or suppliers. 

With the data going vertically from the business planning and logistics system, to the 
field level we miss a big opportunity. Rather having a unified namespace for data across 
a common data model simplifies scalability and eliminates one-off integrations. Being able to 
“plug-in” applications and allowing applications to consumer necessary data greatly enhances 
the factories ability to adapt to change and maintenance, a key necessity for the factory of to-
morrow. 

REFERENCES 

 1. Agarwal, P. (2005). Ontological considerations in GIScience. International Journal of Geographical In-
formation Science, 19(5), 501–536. doi: 10.1080/13658810500032321. 

 2. David, J., Lobov, A., & Lanz, M. (2018). Leveraging digital twins for assisted learning of flexible manu-
facturing systems. In: 2018 IEEE 16th International Conference on Industrial Informatics (INDIN) (pp. 
529–535). doi: 10.1109/INDIN.2018.8472083. 

 3. Diep, D., Alexakos, C., & Wagner, T. (2007). An ontology-based interoperability framework for distrib-
uted manufacturing control. In: IEEE International Conference on Emerging Technologies and Factory 
Automation, ETFA (pp. 855–862). doi: 10.1109/EFTA.2007.4416869. 

 4. Fadel, F. G., Fox, M. S., & Gruninger, M. (2002). A generic enterprise resource ontology. In: Proceedings 
of 3rd IEEE Workshop on Enabling Technologies: Infrastructure for Collaborative Enterprises (pp. 117–
128). doi: 10.1109/enabl.1994.330496. 

 5. Fielding, R. T., & Taylor, R. N. (2002). Principled design of the modern Web architecture. ACM Transac-
tions on Internet Technology, 2(2), 115–150. doi: 10.1145/514183.514185. 

 6. Gudgin, M., Hadley, M., Mendelsohn, N., Moreau, J.-J., Nielsen, H. F., Karmarkar, A., & Lafon, Y. 
(2007). SOAP Version 1.2 Part 1: Messaging Framework (Second Edition). Retrieved July 22, 2019, from 
https://www.w3.org/TR/soap12-part1/ 

 7. Haldey, M. (2009). Web Application Description Language: W3C Member Submission 31 August 2009. 
Retrieved from https://www.w3.org/Submission/wadl/ 



 
“Instrumentation Engineering, Electronics and Telecommunications – 2019” 

Proceedings of the V International Forum (Izhevsk, Russia, November 20–22, 2019) 

22 

 8. Kalogeras, A. P., Gialelis, J. V, Alexakos, C. E., Georgoudakis, M. J., & Koubias, S. A. (2006). Vertical 
integration of enterprise industrial systems utilizing web services. IEEE Transactions on Industrial Infor-
matics, 2(2), 120–128. doi: 10.1109/TII.2006.875507. 

 9. Lemaignan, S., Siadat, A., Dantan, J. Y., & Semenenko, A. (2006). MASON: A proposal for an ontology 
of manufacturing domain. In: IEEE Workshop on Distributed Intelligent Systems: Collective Intelligence 
and Its Applications (DIS’06) (pp. 195–200). doi: 10.1109/DIS.2006.48. 

 10. Nach, H., & Lejeune, A. (2008). Implementing ERP in SMEs: Towards an ontology supporting managerial 
decisions. In: 2008 International MCETECH Conference on e-Technologies (mcetech 2008) (pp. 223–
226). doi: 10.1109/MCETECH.2008.11. 

 11. OWL – Semantic Web Standards. (n.d.). Retrieved July 22, 2019, from https://www.w3.org/OWL/ 

 12. Sauter, T. (2005). Integration aspects in automation – a technology survey. In: 2005 IEEE Conference on 
Emerging Technologies and Factory Automation (Vol. 2, pp. 9–263). doi: 10.1109/ETFA.2005.1612688. 

 13. Web Services Glossary § Web service, W3C. (2004). Retrieved July 21, 2019, from 
https://www.w3.org/TR/2004/NOTE-ws-gloss-20040211/#webservice 

 14. Zoubeidi, M., Kazar, O., Mesbahi, N., & Benharzallah, S. (2014). Toward an architecture for the semantic 
integration in enterprise resource planning. In: 2014 International Workshop on Advanced Information Sys-
tems for Enterprises, IWAISE 2014 (pp. 45–50). doi: 10.1109/IWAISE.2014.10. 

 



 
V. Enin, A. Stepanov 

“Sensorless control of commutation winding low-power brushless DC motor based on the use of back-EMF” 

23 

DOI: 10.22213/2658-3658-2019-23-32 

Sensorless Control of Commutation Winding 
Low-Power Brushless DC Motor 
Based on the Use of Back-EMF 

V. Enin 1, A. Stepanov 2  

Chair “Electrical engineering and industrial electronical”, Bauman Moscow State Technical University, 
Moscow, Russian Federation 

E-mail: 1 enin@bmstu.ru, 2 stepanov.bmstu@gmail.com 

Received: June 10, 2019 

Abstract. The method of sensorless control of switching of windings of three-section BLDC motor 
with permanent magnets based on calculation of back-EMF of rotation is proposed. After converting 
the equations of the three-section BLDC motor to a two-phase system, the switching moments of the 
windings are determined. Switching moments are calculated using a function representing the ratio of 
back-EMF rotations computed for a two-phase system. In these moments back-EMF of the turned off 
and turned on sections are equal. Using this function, signals are generated to control the transistors of 
inverter. We consider a BLDC motor with a trapezoidal back-EMF of rotation, which is approximated 
by a piecewise linear function and an inscribed ellipse. Modeling of three-section BLDC using the 
proposed method of sensorless control of switching windings confirmed the effectiveness of the 
method and the possibility of its use in a wide range of rotor speeds. 

Keywords: brushless DC motor, sensorless control, back–EMF, approximation, simulation. 

INTRODUCTION 

In a number of areas of technology and industry: instrumentation, control systems and 
navigation of aircrafts, because of its compactness, reliability and low prices, sensorless elec-
trical drive, in particular to brushless DC motors, find incrasing use. The works [1–7] are de-
voted to design and control of the electric drive systems with brushless motors. The wide-
spread use of BLDC in the industry is associated with the development of power electronics 
and semiconductor technologies, which led to the creation of a new element base of intelligent 
integrated circuits. Such integrated circuits contain not only power electronic components (di-
odes, transistors), but also power element control devices – drivers. The keys are traditionally 
controlled by signals from the rotor position sensor (SPR). The use of the rotor position sen-
sor complicates the design of the motor, increases the price and reduces its reliability, since 
the operation of the sensor is influenced by external environmental conditions: temperature, 
humidity, vibration, smoke, radiation. The other approach is based on intensively investigated 
in recent time methods of sensorless control of commutation of the BLDC motors. Most of 
the research on the development of sensorless control of switching windings of BLDC motors 
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is based on the calculation of the back-EMF of rotation or flux coupling of the motor wind-
ings, which are calculated by switching signals for the inverter. When using back-EMF, 
which is calculated from the voltage at the terminals of the electric motor and the current in 
the motor windings, the rotor position is determined by the intersection of zero back-EMF ro-
tation [8]. Switching is performed after passing the back-EMF rotation through zero. The er-
ror of determining the moment of switching of the sections of the plug can result in unreliable 
operation, especially at high speeds of rotation of the rotor. In this regard, a number of works 
are devoted to the development of methods for correcting the error of switching moments of 
motor sections. In [8] the method of back-EMF rotation is developed for non-ideal back-EMF 
and an adaptive method of compensation of switching errors based on the analysis of back-
EMF at the time of switching on and off the section. Paper [9] proposed a method for improv-
ing the accuracy of the switching points using the method of least squares. Sensorless control 
for brushless DC monor based on the line-to-line back-EMF is proposed in paper [10]. In 
works [11–12] methods of compensation of an error of determination of the moments of 
switching of windings taking into account not ideality of back-EMF of rotation are offered. 
Methods based on the analysis of the back-EMF of rotation have the disadvantage, namely, 
the back-EMF of rotation depends on speed of rotation of the rotor, which complicates the 
determination of the moments of switching in a wide range of speeds of rotation of the rotor. 
In [13–16], a function (called the G-function) is used to determine the commutation point, 
which is the ratio of the back-EMF of the sections calculated from the current and voltage of 
the sections. The  commutation points are calculated on the basis this function. Impulses are 
formed, when denominator of the G-function takes the value of zero heresy. The resulting 
signal contains noise and a high-frequency component generated by the operation of diodes, 
which is eliminated by the low-frequency filter. The disadvantage of sensorless control meth-
ods based on the calculation of back-EMF is the problem of calculation of switching signals 
at low speed and at a stationary rotor. The strategy of sensorless control at start-up of BLDC 
at perturbation by loading is proposed in paper [17]. 

Method improved sensorless control based on a simple compensation algorithm using ze-
ro-crossing point signals is proposed in [18]. In paper [19], the analysis of the third harmonic 
of the back-EMF is used for determining the position of the rotor. 

In [20] a method of sensorless control of a two-section brushless DC motor (BLDC) was 
developed, based on the analysis of a function that does not depend on the speed of rotation 
and forms pulses at the equality of the back-EMF of rotation of the first and second sections. 
These pulses are used for switching sections. Despite the large number of works on sensorless 
control, the problem of reliability and accuracy of determining the switching points, as well as 
the problem of starting the engine are relevant and require further research.  

This paper proposes a method for sensorless switching control of windings of a three-
section brushless DC motor. The case of 120 degree switching and connection of windings by 
a star with an isolated common point is considered. Calculation of switching points is made 
by converting the equations of electrical equilibrium to a fixed coordinate system α, β. 

MATHEMATICAL MODEL OF THREE-SECTION BRUSHLESS DC ELECTRIC MOTOR 

The power supply circuit of the windings of a three-section DC brushless motor by an 
electronic switch on field-effect transistors [1] is shown in Fig. 1. The equations in phase co-
ordinates for the BLDC sections with permanent magnets taking into account of the sections 
have the form (the case of nonsalient rotor is considered): 
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 ( ) ( )a
a a an ,diL t tRi e udt
+ + =  (1) 

 ( ) ( )b
b b bn ,diL t tRi e udt
+ + =  (2) 

 ( ) ( )c
c c cn ,diL t tRi e udt
+ + =  (3) 

where R is the active resistance of the winding section of the stator; L is inductance of wind-
ing section; uan, ubn, ucn  are phase voltage on the windings; ia, ib, ic are currents in the wind-
ings of the stator sections; ea, eb, ec – back-EMF of the windings of the stator.  

When connecting with a star without a neutral line ia + ib + ic  =0. Voltage of winding, if 
neutral line has not been extracted, is calculated with a use of virtual neutral line. For function 
back-EMF approximated by the sinusoidal function ea + eb + ec ≈0 is also assumed. Then 
voltage of winding are equal to 

( ) ( ) ( )an ab bc bn ab bc cn ab bc2 3, 3, 2 3.u u u u u u u u u= + = − + = − −  
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Figure 1. Brushless DC motor drive system 

Let us pass from the equations in phase coordinates (1)–(3) to the mathematical model of 
the machine in a fixed coordinate system α, β on the basis of the transformation  

 a b c
2 1 1 ,
6 6 6

u u u uα = − −  (4) 

 b c
1 1 .
2 2

u u uβ = −  (5) 

The inverse transition from the coordinates of the state in a fixed coordinate system to 
phase voltages or currents is based on the inverse transformation 

 2 ,
6

au uα=  (6) 

 b
1 1 ,
6 2

u u uα β= − +  (7) 

 c
1 1 .
6 2

u u uα β= − −  (8) 
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Transforming the system (1)–(3) with use of (4)–(8), we obtain 

( ) ,dt
diL tRi e uα

α α α+ + =  

( ) ,dt
diL tRi e uβ

β β β+ + = , 

where eα(t), eβ(t) are back-EMF sections in the system α, β.  
Calculate the back-EMF eα(t), eβ(t) can be as follows 

( ) ( ) a b
ab a b a b ,di dit R Le u u i i dt dt

⎛ ⎞= − − − − −⎜ ⎟
⎝ ⎠

 

( ) ( ) b c
bc b c b c ,di dit R Le u u i i

dt dt
⎛ ⎞= − − − − −⎜ ⎟
⎝ ⎠

 

( ) ( ) c a
ca c a c a ,di dit R Le u u i i dt dt

⎛ ⎞= − − − − −⎜ ⎟
⎝ ⎠

 

then 

( ) ( ) ( )( )ab ca
1 ,
6

t t te e eα = −  

( ) ( )( )bc
1 .
2

t te eβ =  

Electromagnetic torque in the stationary coordinate system α, β, equal to 

m

e i e iT α α β β+
=

ω
 

where ωm is the angular velocity of the rotor. 
Next, we consider the 120 degree switching sections of the rotor windings, in which two 

sections operate simultaneously, and one of the sections is disconnected from the source. 
Trapezoidal function Φ' = dΦ/dθ (Φ is magnetic flux, θ = pωm electric angle, ωm is rotor 

rotation angle, p is number pair pole) is approximated by piecewise linear function with in-
scribed ellipse Fig. 2. The approximating function is a continuous function with a continuous 
derivative, which is its advantage in the simulation and calculation of the back-EMF rotation. 
The ellipse is described by the equation 

( )2
2

c
2 2

1,
a b

′ ′Φ − Φθ + =  

where a, b are the large and small axis of the ellips 

b max .h= −′ ′Φ Φ  

For Fig. 2 denoted by θp the period of trapezoidal, function. On the intervals [–θp/4, θ1], 
[θ2, θp/4] the dependence is approximated by a linear function, on the interval [θ1, θ2] the de-
pendence is approximated with an ellipse. Given: Φ'max – maximum value, Φ'b - value at the 
boundary of the interval of the function Φ'(θ). The angle of inclination of the line at intervals 
[–θp/4, θ1], [θ2, θp/4] is determined by the formula v = ± (Φ'b)/θ1. 
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Figure 2. Approximation of the dependence of the back-EMF on the angle of rotation of the rotor 

At the point θ1, the line is tangent to the ellipse, then it must hold 

( )
2

1
2

.bv
b ha

θ= −
−

 

It must also hold 

( )
2

2 12
2

1 .b h b
a

⎛ ⎞θ− = −⎜ ⎟
⎝ ⎠

 

Then parameters a, b will be equal to 

 b = d1/d2, (9) 
2

1 1,vhd h= + θ   2 1 2 ,v hd = +θ  

 1

2

,ha
h

=  (10) 

( )2
1 1 2, .v b hh b h= = −θ  

Setting the angle θ function Φ'(θ) on the interval [θ1, θ2] is calculated by the formula 

 ( ) ( )2 2 2
max 1 ,b b a′Φ θ = − + −′ θΦ  (11) 

The dependence of the back-EMF sections in relative units expressed using the function 
Φ'(θ) is shown in Fig. 3. 

The chosen approximation of the function Φ'(θ) is essentially a spline function. On the in-
tervals [–θp/4, θ1] and [θ2, θp/4] this function Φ'(θ) is a linear function of the electrical angle, 
and the interval [θ1, θ2] is a nonlinear function of the angle θ. An inscribed ellipse determines 
the nonlinear function, the parameters are calculated by formulas (9) – (11). The choice of 
parameters Φ'b, Φ'max, θp, θ1, θ2 affects the value of the switching interval and the switching 
moments of the windings in which the back-EMF of the switched-off and switched-on phase 
coincides. 

The value h = Φ'max – Φ'b, θ∈[θ1, θ2] determines how much the amplitude of the phase 
back-EMF differs from the constant. Also, the choice of these parameters can improve the 
accuracy of the approximation of the magnetic flux and, accordingly, the function Φ'(θ) from 
the electric angle θ. The most widespread in practice is 120⁰ degree switching, in which the 
winding is connected to the source at an interval of 120⁰ electric degrees, then disconnected 

θ 

Φ'

Φ'
max

h b

2a

Φ'
b

-θp/4 θ1 θ2 θp/40
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from the source at an interval of 60⁰ electric degrees.  The proposed method of approximation 
will more accurately describe for different types of BLDC the dependence of the back-EMF 
on the electric angle θ and thus increase the accuracy of determining the switching points. 

 

 
Figure 3. The system is three-phase back-EMF 

SENSORLESS COMMUNICATION SECTIONS OF THE BLDC MOTOR 
IN THE TWO PHASE COORDINATES 

Now we consider on 120-degree commutation. The section connected to the source will 
be called active and back-EMF denoted ew(t). For section disable, back-EMF is denoted by 
eon(t). The back-EMF of the section to be switched on at the next switching, is denoted eoff(t).  

Then, the transition to a fixed coordinate system α, β, can be made as follows 

 ( ) ( ) ( ) ( )w on off
2 1 1 ,
6 6 6

t t t te e e eα = − −  (12) 

 ( ) ( ) ( )on off
1 1 .
2 2

t t te e eβ = −  (13) 

When switching sections of the stator windings taking into account (12), (13) we will use 
a function that represents the ratio of the back-EMF sections of the stator in a fixed coordinate 
system α, β 

 ( ) ( )
( )

.
teH t
te

α

β

=  (14) 

At the time of switching the back-EMF of the switched section must be equal to the back-
EMF of the switched section, at this point the function H(t) (14) takes an infinite value. Then, 
by setting some threshold value Ht, switching will be performed when the modulo function 
H(t) exceeds the threshold value. Then the included section with the back-EMF eon(t) is dis-
connected from the source, and the section disconnected with the back-EMF eoff(t) is con-
nected to the output of the voltage source. The next miscomputation the interval is accepted. 
The pulses generated by the function (14) determine switching moments. 
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Back-EMF eα(t), eβ(t) contains high-frequency noise generated by PWM, pulses during 
operation of the inverter keys, which can lead to the erroneous determination of synchroniza-
tion points. Using a low-pass filter reduces the impact of these factors. The accuracy of the 
switching moment also depends on the value of the threshold Ht and rotor speed ωm, sampling 
rate Δtd. Increasing the threshold Ht for the formation of the switching signal of the sections 
increases the accuracy of determining the switching moment, but if the threshold is too large 
and the rotor speed is high, it can lead to the omission of the synchronization point and dis-
ruption of the stable operation of the motor. The calculation of switching moments has the 
advantage because the ratio of the backi-EMF does not depend on the rotor speed and can be 
used in a wide range of speeds. 

SIMULATION AND EXPERIMENT 

To substantiate and study the effectiveness of the proposed algorithm of sensorless con-
trol of the valve motor, a simulation of a contactless low-power electric motor of the DLBC 
type is carried out. The motor is an electric machine with a three-section winding on the stator 
and a multi-pole rotor with permanent magnets. The number of pairs of poles is 4. The active 
resistance and inductance of the stator sections are respectively R = 6.0 Ohms, L = 0.00042 H. 
The supply voltage of a constant source is 27 V. The sections of the stator windings are con-
nected into a star. The functional scheme of sensorless switching control of the three-section 
winding is shown in Fig. 4. 
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Figure 4. The block diagram for the switching control of the windings BLDC 

When the rotor rotates, back-EMF is induced in the stator windings. The back-EMF is 
calculated from the voltages ua, ub, uc, supplied to the section and section currents ia, ib , ic. 
Switching of windings is made at equality of back-EMF of rotation of the switched-off and 
switched-on phase, (120 degree switching is considered). In case of dependence of the back-
EMF on time, calculated from the phase voltages and current sections, as a result of the opera-
tion of the keys of the power semiconductor invertor pulses occur. 

After calculating the back–EMF, these pulses are smoothed by a low-pass filter. By phase 
back-EMF ea(t), eb(t), ec(t) are calculated back-EMF in a fixed coordinate system eα(t), eβ(t). 
Back-EMF in a fixed coordinate system are used to determine the switching moments of the 
windings.  

The start-up of BLDC with the subsequent transition to sensorless control of switching of 
windings was investigated. A direct start of the motor under load was made when switching 
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signals were supplied in the form of a periodic sequence of rectangular pulses. The pulse pe-
riod was selected according to the motor parameters. The transition to sensorless control is 
possible by increasing the motor speed to a value at which the counter-EMF can be isolated 
from the noisy signal. The time of transition after start-up to sensorless control was set.  

Fig. 5 shows the rotation speed, torque and rotation angle of the rotor, the transition to sen-
sorless control was made at t = 0.01 s, while the speed after the start increased by ≈ 100 rpm. 
Fig. 6 shows phase currents. 

 

 
Figure 5. Start and transition to sensorless control 

 
Figure 6. Phase currents in motor windings at start-up and transition to sensorless control 

CONCLUSION 

This paper proposed a new algorithm for sensorless determination of switching angles 
three-section brushless DC permanent magnet motor and control power semiconductor inver-
tor. The sensorless control algorithm is based on the transformation of the three-section motor 
equations to a two-phase system in a fixed coordinate system α, β. 

Communication points are determined by a use calculating the back-EMF rotation in 
a fixed system α, β. The back-EMF are described trapezoidal functions which consists of the 
piecewise linear functions and the inscribed ellipse. The start–up problem is solved by direct 
starting of the motor and transition to sensorless control after some delay equal to several pe-
riods. 
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The advantage of the proposed algorithm is the independence of the ratio of the back-
EMF sections of the rotor speed, which allows the use of the proposed method in a wide range 
of speeds. 

REFERENCES 

 1. Arakelyan, A.K., & Afanas'ev, A.A. (2006). Ventil’nyye elektricheskiye mashiny v sistemakh reguliru-
yemogo elektroprivoda [The rectifier of the electric machine in the systems of electric drive]. In 2 volumes. 
Moscow : Higher school. (In Russian). 

 2. Tsatsenkin, V. K. (1991). Bezreduktornyy avtomatizirovannyy elektroprivod s ventil’nymi dvigatelyami 
[Direct drive automated electric drive with brushless DC motors]. Moscow : MPEI. (In Russian). 

 3. Belkovsky, A. P., & Tsatsenkin, V. K. (2010). Pretsizionnyy elektroprivod s ventil’nymi dvigatelyami 
[Precision electric drive with brushless DC motors]. Moscow : MPEI. (In Russian). 

 4. Zimin, E. N., Katsevich, V. L., & Kozyrev, S. K. (1981). Elektroprivody postoyannogo toka s ventil’nymi 
preobrazovatelyami [DC electric drives with power converters]. Moscow : Energoizdat. (In Russian). 

 5. Baranov, M. V., Brodovskiy, V. N., Zimin, A. V., Karzanov, B. N. (2006). Elektricheskiye sledyashchiye 
privody s momentnym upravleniyem ispolnitel’nymi dvigatelyami [Electric servo actuators with torque in 
the controlled engines]. Moscow : Bauman Moscow State Technical University. (In Russian). 

 6. Soloviev, V.A. (2004). Nepreryvnoye tokovoye upravleniye ventil’nymi dvigatelyami [Continuous current 
control of electric drive]. Moscow : Kosygin MSTU. (In Russian). 

 7. Ovchinnikov, E., & Lebedev, N. A. (1979). Beskontaktnyye dvigateli postoyannogo toka [Brushless DC 
motors]. Leningrad : Nauka. (In Russian). 

 8. Halvaei Niasar, A., Vahedi, A., & Moghbelli, H. (2008). A novel position sensorless control of a four-
switch, brushless DC motor drive without phase shifter. IEEE Transactions on Power Electronics, 23, 
3079–3087. doi: 10.1109/tpel.2008.2002084. 

 9. Guo, R. C., Mu, Z., & Li, J. D. (2017). Research on position sensorless control system of high-speed brush-
less DC motor. In: 9th International Conference on Intelligent Human-Machine Systems and Cybernetics, 
2017 (pp. 62–65). IEEE. doi: 10.1109/IHMSC.2017.21. 

 10. Liu, G., Cui, C., Wang, K., Han, B., & Zheng, S. (2016). Sensorless control for high-speed brushless DC 
motor based on the line-to-line back EMF. IEEE Transactions on Power Electronics, 31, 4669–4683. doi: 
10.1109/TPEL.2014.2328655. 

 11. Li, H., Zheng, S., & Ren, H. (2017). Self-correction of commutation point for high-speed sensorless BLDC 
motor with low inductance and nonideal back EMF. IEEE Transactions on Power Electronics, 32, 642–
651. doi: 10.1109/TPEL.2016.2524632. 

 12. Li, W., Fang, J., Li, H., & Tang, J. (2016). Position sensorless control without phase shifter for high-speed 
BLDC motor with low inductance and nonideal back EMF. IEEE Transactions on Power Electronics, 31, 
1354–1366. doi: 10.1109/TPEL.2015.2413593. 

 13. Su, G., McKeever, J. (2004). Low-cost sensorless control of brushless DC motor using a frequency-
independent phase shifter. IEEE Transaction on Power Electronics, 19, 296–302. doi: 
10.1109/TPEL.2003.823174. 

 14. Chlandy, R., Kosh, C. (2008). Flatness-Based tracking of an electromagnetic VVT actuator with distur-
bance observer feedforward compensation. IEEE Transaction on Control System Technology, 16, 652–663. 
doi: 10.1109/TCST.2007.912121. 

 15. Chen, S., Zxou, X., Bai, G., Wang, K., Zhu, L. (2018). Adaptive commutation error compensation strategy 
based on a flux linkage function for sensorless brushless DC motor drives in a wide speed range. IEEE 
Transaction on Power Electronics, 33, 3752–3764. doi: 10.1109/TPEL.2017.2765355. 

 16. Chen, S., Liu, G., Zhu, L. (2017). Sensorless control strategy of a 315 kW high-speed BLDC motor based 
on a speed-independent flux linkage function. IEEE Transactions on Industrial Electronics, 64, 8607–
8617. doi: 10.1109/TIE.2017.2698373. 



 
“Instrumentation Engineering, Electronics and Telecommunications – 2019” 

Proceedings of the V International Forum (Izhevsk, Russia, November 20–22, 2019) 

32 

 17. Liu, G., Chen, S., Zhen, S., Song, X. (2017). Sensorless low-current start-up strategy of 100-kW BLDC 
motor with small inductance. IEEE Transactions on Industrial Informatics, 13, 1131–1140. doi: 
10.1109/TII.2016.2607158. 

 18. Park, J. S., Lee, K. L., Lee, S. G., Kim, W.H. (2019). Unbalanced ZCP compensation method for position 
sensorless BLDC motor. IEEE Transactions on Power Electronics, 34, 3020–3024. doi: 
10.1109/TPEL.2018.2868828. 

 19. Song, X., Han, B., Zheng, S., Fang, J. (2018). High-precision sensorless drive for high-speed BLDC mo-
tors based on the virtual third harmonic back-EMF. IEEE transactions on Power Electronics, 33, 1528–
1540. doi: 10.1109/TPEL.2017.2688478. 

 20. Enin, V. N., Stepanov, A. V. (2018). The commutation of BLDC motors in sensorless control via EMF of 
rotation. Herald of the Bauman Moscow State Technical University, 2018, 6(123), 87–101. doi: 
10.18698/0236-3933-2018-6-87-101. (in Russian). 

 

 



 
F. F. Gazimzyanov, M. A. Al Akkad 

“Solving the problem of automated 2D images compositional characteristics evaluation” 

33 

DOI: 10.22213/2658-3658-2019-33-39 

Solving the Problem of Automated 2D Images 
Compositional Characteristics Evaluation 

F. F. Gazimzyanov 1, M. A. Al Akkad 2  

Computer Science Department, Kalashnikov Izhevsk State Technical University, Izhevsk, Russian Federation 
E-mail: 2 aimanakkad@yandex.ru 

Received: July 21, 2019 

Abstract. This paper contains an overview of the progress achieved by researchers in solving the prob-
lem of evaluating 2D images compositional characteristics. A review of methods potentially suitable 
for solving such a problem is given, the selected method is justified, and the adaptation of the selected 
method to a specific task is given. A mathematical model adapted to work with existing models using 
a new method called Adjusting the Structural Skeleton Coefficients is presented. The structure of the 
training samples and the special aspects of data collection are described. Data analysis and sorting is 
performed using a developed genetic algorithm, and the choice of the method is justified. The ob-
tained results are analyzed, and visualization of the compositional parameters of simple scenes, for 
different groups of respondents identified during data sorting and analysis, is introduced. Finally, the 
overall results of the research are presented, concluding that they coincide with the suggestion of Arn-
heim about perception.  

Keywords: Structural Skeleton, Image Analysis, Computer Vision, Perception, Genetic Algorithms 

1. INTRODUCTION 

A general concept of an automated system for evaluating the compositional characteris-
tics of 2D images was developed based on the work of Rudolf Arnheim. A mathematical 
model [1] for the first chapter of Arnheim's book “Balance” [2] was proposed, which allows 
obtaining the compositional characteristics of objects located inside the “structural skeleton” 
of the image.  

For the accurate operation of the system, pF (perceptive force) coefficients of the struc-
tural skeleton should be customized with the peculiarities of human perception. There are no 
exact values by which a graph of such function could be plotted in the book of Rudolf Arn-
heim except the value at which the object stands at the source of the structural skeleton. So 
the system should be configured with human perception data [3]. 

There are several methods for solving this problem: 1) Least square method: The devel-
oped mathematical model can be expressed as an equation, and the survey will provide statis-
tics. The least squares method can be applied similarly to the equalization on elements given 
by Linnik Yu. V. [4] in chapter VIII pp. 203-211. 2) Gradient descent: The method is also 
seen to be usable, since the developed mathematical model of the structural skeleton can be 
presented as a complex function. The acceptable solutions set of this function can be investi-
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gated and we can find the required minimum, at which the parameters of the equation of the 
structural skeleton would be adjusted in accordance with the human perception [5]. 3) Artifi-
cial neural networks: It is worth to note that this approach is universal, but maybe redundant 
in some cases. However, it can be used to solve the problem of selecting coefficients for 
sources of perceptive forces of the structural skeleton [6, 12]. 4) The genetic algorithm: Ge-
netic algorithms and such approaches are used in the training of neural networks, and also 
they can be an independent optimization method. In this case, we are talking about an inde-
pendent method. It is also important to note that, despite the fact that genetic algorithms work 
similar to the gradient descent, they do not require a strict definition of the mathematical 
model.  

To offer machines the ability of aesthetic quality assessment of images a lot of research 
still need to be made. For assessing photos quality, high-level features were designed [15], the 
consensus on visual quality was learned for image management [16], for automated albuming 
and retrieval multidimensional image value assessment and rating was used [17], several vis-
ual quality assessment algorithms were investigated [18], an interesting study about aesthetic 
visual quality assessment of paintings was carried out [11].  

2. ADJUSTMENT OF THE MATHEMATICAL MODEL COEFFICIENTS 

The genetic approach was selected because it provides a convenient isolated layer of ab-
straction over existing methods. Moreover, it allows operating with atomic units and fairly 
simple concepts from genetics to control the learning process. Empirical results of efficiency 
show incomparably higher efficiency than random solution search [7]. However, of course, 
such an approach will lose speed in any analytical solution, such as LSM (Least square meth-
od) or unconstrained optimization. 

2.1. Adjusting the Structural Skeleton Coefficients Method 

The principle of DNA functioning, genes transfer from parents to children and directed 
development of genetic systems is described by Richard Dawkins in his book “The Selfish 
Gene” [8, pp. 60–94].  

The author defines the gene as a carrier of certain genetic information, a feature that, 
however, has not definite physical boundaries in the sequence of the chromosome. However, 
in our case we operate with atomic numerical parameters, in the same way they are defined in 
the computer memory. Therefore, it will be more convenient to identify the concepts of a gene 
and a cistron, chromosomes regions bounded by certain sequences that designate the begin-
ning and end of a cistron [8, p. 69]. Then accordingly the chromosome is a sequence of genes. 
A genotype is a specific set of chromosomes, and the concept of a phenotype can be reduced 
to a combination of genotype and environmental factors.  

Now we will apply all this to the tuning of the developed system. Let’s turn to the formula: 

 
[ ] ( )
[ ] ( ) ( )

1 2

1 2 1 2

0; | , ... 2
,

0; | , ... , ...
dots seg s s sN

scene
dots seg s s sN dots d d dM

pF e pF pF pF pF
pF

pF e pF pF pF pF pF pF pF pF
⎧ ∈ ×⎪= ⎨ ∉ +⎪⎩

 (1) 

where e – the error value at which we consider the influence of point sources of structural 
plan is equal to zero, pFdots – the influence of point sources of structural plan for the object, 
pFseg – the influence of line sources of structural plan. While pFsN and pFdM are the settlement 
functions of the value of the impact of perceptual forces of a certain line or point source of the 
structural plan on object.  
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Each spF  and dpF  can be represented in the context of the genetic algorithm context as 
a chromosome. In turn, the x parameters from formulas 
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= ∑  (2) 
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pF d x x x
pF

M
…

= ∑  (3) 

can be defined as genes, where d is the distance to the center of mass of the object within the 
structural plan and x is the parameter of the source structural plan function pF. The function is 
constructed by Akima's spline interpolation [14]. 

The entire structural skeleton is identical to the genotype. 
When we make a set of some initial “genes” or “DNA” for our mathematical model of 

the structural skeleton, and create “parents”, we may get “successors” - models with different 
variations of pF  functions of the structural skeleton. To determine their quality, we need 
a fitness function. We can use formula 1, as well as the polling data and then compare the re-
sults of the human estimation and scenepF  function. This difference will determine the quality 
of a certain genes combination. We can get the total difference for all the scenes data from the 
learning sample derived from the polls. Together with the genotype, the fitness function forms 
a phenotype.  

Let's present all of this in a more formal way: 

 gene x=  (4) 

 { }1 2, , , nchromosome gene gene gene= …  (5) 

 { }1 2, , , ngenotype chromosome chromosome chromosome= …  (6) 

 { },phenotype genotype fitness=  (7) 

 
( )

0

| |,n n

N

scene scene
n

fitness pf genotype hE
=

= −∑  (8) 

where gene, is the x values of the supporting points of the pF function graph in formulas 2 and 
3. While chromosome, genotype, phenotype, fitness function, and ( )nscene

pf genotype  are the 

score of a particular scene in formula 1 that were used in the genes of the genotype as the pa-
rameters of the pF  functions, and nscene

hE  is the human estimate. 

2.2. Software Implementation  

For the software implementation of this method the Jenetics library was selected [7, 
pp. 60–94]. This library is well documented, developed using the Java Stream API, which al-
lows the full use of hyper-threading JVM, and provides a high level of compatibility with al-
ready developed systems that implemented flow control, and allows the use of popular pat-
terns during development [13]. As a format for the declarative description, JSON was cho-
sen1,2. 
                                                            
1 XML Specifications Page, http://www.xml.com 
2 JSON Specifications Page, http://www.json.org/json-ru.html 
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One of the minuses is that the library provides immutable entities that may confuse the 
user who is not familiar with the Builder and Factory patterns [9, p. 89]. 

3. RESPONDENTS DATA ANALYSIS METHOD 

A survey was conducted for obtaining the data. People were asked to rate graphic compo-
sitions of the simple geometric objects, like in the first chapter of Rudolf Arnheim book. 
Amount of 76 compositions was presented in certain forms.  

They were printed on A4 sheets in order to identify people’s perception of the scenes as 
accurate as possible, the thing that different sizes and dimensions of computer screens don’t 
offer. For the use of the obtained data, they need to be analyzed to highlight the main trends in 
the evaluation of certain compositions and to find (or not to find) any patterns among the re-
sponses of the questioned people. Obtaining an average estimate is uninformative, since the 
standard deviation in the estimates was very large. If we look at the distribution of human es-
timates for each scene, the spectrum of answers, it will be obvious that often in the scenes 
there are tendencies to different answers, for example, 2 and 5, and finding an average just 
does not allow to see these features.  

This approach allows to obtain interesting learning samples, but if we assume that there 
are certain taste groups with similar inclinations in the evaluation, which may intersect, find-
ing the mode also will not ensure the representation of all existing conformities. It should be 
noted that the array of data obtained from interviews can be represented as a three-
dimensional plane, a two-dimensional table, where the value in each cell can be interpreted as 
a height. If we assume that people have common aspirations in the perception of these scenes, 
smoothing the plane by reversing the rows of a table can group data and allow us to see the 
necessary dependencies that will allow to adjust the system.  

Despite the fact that there is an analytical approach to the problem of smoothing surfaces 
using sufficient conditions of smoothness [10, p. 71], we have already well configured the 
system for optimization of a genetic algorithm. Because we haven't the task to obtain the fast-
est algorithm, we try to sort the data with directional selection. In this case, each chromosome 
will contain a single gene – ID of a specific line. In addition, all chromosomes must contain 
a unique set of gene-identifiers, a table row must not be repeated. The Jenetics library [7] pro-
vides tools for working with such tasks by using ordered sets and selectors, which leads the 
enumeration process to recombination, not to crossing-over. The codec allows to obtain the 
set of identifiers arranged in a certain order from a genotype. We can then build a new version 
of the table based on this set. The fitness function can work in several ways: we can calculate 
a sum of absolute differences of the vertical neighboring elements or go through the table by 
a vertical window, calculating the sum of the average values for each neighboring element. In 
each case, the smaller result will mean the smoothest surface, and so the people's answers are 
likely to be grouped by common trends. 

The software implementation of such sorting does not differ from the implementation of 
the optimization of a genetic algorithm mentioned above in section 2.2. “Software implemen-
tation”. A special type of genes EnumGene<Integer> was used, and PartiallyMatchedCross-
over was used for the crossover, which ensures that each gene will only occur on the chromo-
some once. 

3.1. Results of Respondents Data Analysis 

We have analyzed the survey data above mentioned in section 3, which was collected by 
Google Sheets service as shown in Figure 1, and adjusted using the Jenetics library, and we’ve 
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discovered that the most scenes had a tendency to one or two estimates, and only a few did not 
have a tendency and the answers was evenly distributed. The map built by the modes, is 
depicted on Figure 3. The result is consistent with Arnheim's experiments described in his book 
that is shown on Figure 2: the more “stable” areas are the right-hand side of the square, as well 
as the lower sources of the structural skeleton. The lower right corner is the most stable. 

 

 

 

 
Figure 1. The software environment 

visual interface 
 Figure 2. Arnheim’s structural  

skeleton ([2], pp. 13) 

 

 

 
Figure 3. pF map for the modes  

by all estimates 
 Figure 4. pF map for modes  

on negative evaluations 

 

 

 
Figure 5. pF map for modes  

on neutral evaluations 
 Figure 6. pF map for modes  

on positive evaluations 
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Also, we can see the predominance in the right and lower parts inside the structural 
skeleton relatively to the vertical line of symmetry. The visual assumption of the area for the 
visual center is also shifted to the right lower part. Also results of sorting of all answers are 
given, with the help of the vertical sum of differences (Figures 4, 5, 6). In the sorted data 
visually it is possible to allocate groups of people who are inclined to negative (adolescence 
female artists) and to positive (no clear pattern in this group) estimates. 

Also middle-aged men without artistic skills have tendency to more moderate, average 
estimates. The sorting by the genetic algorithm based on the average value of the estimate in 
the groups is not informative because of the small number of surveys. Perhaps, more large-
scale surveys and additional information about respondents will make it possible to identify 
the dependencies on average, but the identification of the tendencies seems to be more effec-
tive.  

If we hold more accurate multivariate analysis, which would allow us to group the results 
of surveys in a different plane, it would be possible to identify certain “tastes” among people, 
according to which the system can be configured. This will solve the problem of subjectivity 
of such systems and methodologies. 

4. THE OBTAINED RESULTS AND CONCLUSIONS 

We have chosen genetic algorithm as an optimization method and it is an appropriate 
choice for the research. Besides the overall simplicity of the approach, it turned out to be uni-
versal for adjusting the coefficients of the mathematical model, and for sorting data. Analysis 
of the theoretical values of the mathematical model confirmed that it was a correct representa-
tion for the methodology described in Arnheim’s book. There is an obvious similarity be-
tween the visualized results in his book and the obtained map. Data analysis showed that op-
erating on the mean values in this subject area was not informative. 

Finding the mode of the survey’s results showed a better representation of the distribution 
of estimates. Analysis of the responses made it possible to conclude that there were certain 
trends in people’s responses, so the results were sorted by the developed method.  System set-
ting according to the survey data and visualization of that field showed that the principles de-
scribed by Arnheim, manifested even in the analysis of small groups. Created system is ready 
for more serious data analysis and extension of mathematical models and software tools that 
will provide more accurate research results. 
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Abstract. This paper concentrates on deriving an inverse kinematics solution of a manipulator at-
tached to an aerial vehicle for real-time applications. Analyzing the vehicle's movement itself is not 
considered. The kinematics solution using Denavit-Hartenberg model was introduced. Adopting the 
resulted forward kinematics equations of the manipulator, the trajectory planning problem turns into 
an optimization task. For solving constrained complicated nonlinear functions, shuffled frog leaping 
search algorithm is suggested to get a global online solution of the design configurations with 
a weighted objective function subject to some constraints. It is a constrained metaheuristic and popu-
lation-based approach. Moreover, it is able to solve the inverse kinematics problem considering the 
mobile platform, in addition to avoiding singularities, since it does not demand the inversion of 
a Jacobian matrix. Simulation experiments have been carried out for the trajectory planning of a six 
degree of freedom aerial manipulator, and the obtained results confirmed the feasibility and effective-
ness of the suggested method. 

Keywords: Inverse Kinematics, Metaheuristics Methods, Evolutionary Algorithms, Optimization 
Techniques, Shuffled Frog Leaping Algorithm 

1. INTRODUCTION 

Metaheuristic optimization algorithms are an encouraging alternative to traditional nu-
merical solution methods of inverse kinematics (IK), when working in real-time and precision 
is required. Furthermore, the linear and dynamic programming techniques usually fail to reach 
local optimum in solving NP-hard problems with a large number of variables and non-linear 
objective functions. This paper focuses on population-based heuristic search methods for op-
timization problems and on memetic algorithms (MAs), where memes propagate themselves 
in the meme pool by leaping from brain to brain via a process that can be called imitation. 
This idea can be applied to a robotic agent to use MAs in resolving its movement in the work-
space. The solution can be achieved by minimizing an objective function allowing the end-
effector to follow the optimal path to avoid singularities and obstacles. A special type of op-
timization algorithm was developed and deployed for the solving the IK of a humanlike ma-
nipulator.  

                                                            
  © I. N. Ibrahim, M. A. Al Akkad, 2019 
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Jacobian-based solutions are identified to scale inadequately with the high number of de-
grees of freedom [1], in addition to singularities existence. A comparative study of several 
methods based on the Jacobian matrix [2], clarified that the modified Levenberg-Marquardt 
method is much better for a large set of random configurations, but may lose convergence 
compared to Jacobian transpose and pseudocode inverse methods. For solving real-time IK 
without using the Jacobian matrix, numerical and analytical mathematical tools based on the 
end-effector position were proposed, but without mentioning the solution time consumption 
[3]. A similar method for (2n+1) DoF hyper-redundant manipulator arm was also applied [4]. 
Two methods were combined as a real-time IK solver for a human-like arm manipulator 
based on closed-form analytical equations for a given position [5]. On-line adaptive strategy 
based on Lyapunov stability theory, radial basis function network (RBFN) and quadratic pro-
gramming was proposed, but it requires complex hardware resources [6], the simulation was 
done for the end-effector position in addition to avoid obstacles and was conducted on the  
7-DoF PA-10 robot manipulator. A kinematic and time-optimal trajectory planning was con-
sidered for redundant robots, two approaches were presented, joint space decomposition and 
numerical null-space method for a given pose [7], and were tested by 7-DoF industrial robots, 
but demanded high time consumption for solving the IK problem. Differential evolution (DE) 
was explained and proved as one of the most powerful and versatile global numerical opti-
mizers for non-differential and multimodal problems [8], and requires less time and has more 
robustness in solving the IK problem. Quadratic programming, branching, and a weighted 
multi-objective function that gave a short-time response of seconds were used [9], while com-
parative research of four different heuristic optimization algorithms GA, PSO, QPSO and 
GSA for 4-DoF manipulator in order to reach the target as a position was presented [10]. It 
was proved that Quantum PSO is the best with average execution time of 1.65 seconds. The 
performance of many PSO variants was investigated to resolve two DoF IK problems for 
a given position [11], proving that PSO-VG is the fastest which took less average conver-
gence iterations of 740 for 15 particles. A fitness function was derived and minimized to re-
solve the pose IK problem based on PSO for multiple DoF up to 180 [12], concluding that the 
runtime and iterations are 4.22 seconds and 118 respectively for a 9-DoF. A hybrid method 
called DEMPSO based on DE and Modified PSO algorithms was developed in order to mini-
mize the solution time for the pose, moreover a comparative study for several swarm intelli-
gent optimization algorithms as ABC and ACO algorithms were presented [13]. DEMPSO 
results showed great advantage concerning execution time for reaching the position similar to 
the performance of DE for the orientation aim. The simulation was conducted with population 
size 30 for 10-DoF serial-parallel robot. Comparison of three evolutionary algorithms as GA, 
PSO, and DE was made [14]. A comparative study of IK solvers for a mobile manipulator us-
ing DE algorithm was presented [15], concluding that hybrid DE and biogeography-based op-
timization called HBBO provides good results but a higher computational cost for weighted 
fitness function and pose target. In contrast, DE proved to be superior to PSO, CS, and TLBO, 
additionally verified that the PSO algorithm does not solve the IK problems correctly. A de-
veloped methodology was applied on a six-bar mechanism [16], using DE with the geometric 
centroid of precision positions technique (GCCP). DE was used to improve the design of 
a fuzzy controller for a wall-following hexapod robot [17]. A modified self-adaptive DE was 
proposed [18], in order to improve the static force of humanoids robot, showing robust, safe, 
reliable performance compared with other metaheuristics. An approximation tool for an in-
dustrial robot inverse model based on an adaptive neural model optimized by advanced DE 
was presented [19]. An optimal joint trajectory planning method was proposed using forward 
kinematics of 7-DoF free-floating space robot based on DE method [20], depicting the general 
aspect of equality and inequality constraints which govern each joint in the manipulator. Shuf-
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fled frog-leaping algorithm SFLA was introduced which is a population-based collaborative 
search metaphor inspired by natural memes [21]. The effectiveness, suitability, and global op-
timal resolving have been demonstrated in addition to the short processing time. MSFLA for 
a high dimensional continuous function optimization was proposed [22]. This method yields 
strong robustness and best convergence. A comparative study for PSO, SFLA, MSFLA, and 
MSFLA-EO, designated that MSFLA is better than others, and was assumed for obtaining the 
optimum preventive maintenance scheduling of generating units in power systems [23]. 
A comparative study among five evolutionary-based optimization algorithms GA, MA, PSW, 
ACO, and SFLA was presented [24], showing that SFLA is the best concerning the process-
ing time for solving the F8 function. 

In this work, in order to solve the IK of a mobile manipulator the MSFLA algorithm is 
proposed, which is accurate and has fast convergence in discovering the solution [25], and as 
an extension of our work in [26][27][28][29]. Initially, we define an objective function to 
minimize the error between the desired and the actual end-effector pose. The objective func-
tion takes into account the minimal movement between the previous and the actual joint con-
figurations. To overcome the constrained problems, we use a penalty function to penalize all 
those manipulator configurations that violate the allowed joint boundary. Hence, the proposed 
approach estimates the feasible manipulator configuration needed to reach the desired end-
effector pose.  

2. MANIPULATOR KINEMATICS 

The data in Table 1 represent link parameters of the manipulator’s arm-part based on De-
navit-Hartenberg (DH) convention in two forms: standard and modified. Whereas the stan-
dard simulation form of LabView Robotics module was used, in order to validate the design. 
Where θ, a, d and α are the joint angle, link length, link offset and link twist between joints. 
While iT  is the homogeneous transformation matrix between the frames that is a function of  
θ while the other three parameters are constant. The initial values of iθ  form an input to the 
IK-solver and are important to define the positions of joints of the manipulator in its initial 
state. Joints must have a constant offset distance and a variable rotation angle. 

 
Table 1. Link parameters of the manipulator’s arm-part. 

Standard Denavit Hartenberg 

iα  [cm]ia  [cm]id  iθ  
Initial Value 

of iθ  

2−π  6.4 0 1θ  0 

0 30.2 0 2θ  2−π  

2π  0 0 3θ  2π  

2π  0 23.5 4θ  0 

2−π  5.3 0 5θ  2π  
0 5.6 -2 6θ  0 

 
The position of all links of the manipulator’s arm-part can be specified with a set of 6 

joint variables from the shoulder's joints till wrist's joints as shown in Figure 1. This set of 
variables is often referred to as a 6 1×  joint vector [25]. The space of all joint variables is re-
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ferred to as the joint-space [ ]1 2 6, , , .TΘ = θ θ … θ  Here we have been concerned with comput-
ing the Cartesian space representation from the knowledge of the joint-space information. 
Hence the homogeneous transformations of the links were used 1 .i

iT
−  If the robot's joint-

position sensors are estimated by servo-mechanisms, the Cartesian position and orientation of 
the hand-part can be computed by 0

7T  [25]. 
 

 
Figure 1. Sketch of the outer shape of the manipulator including its joints and links. It has seven links 
and six revolute joints in arm-part while the last part is considered as an end-effector of the manipula-
tor and contains 5 fingers. Each joint represents a single DOF 

3. PROPOSED OPTIMIZATION TECHNIQUES FOR SOLVING KINEMATICS 

The evolutionary optimization algorithms can solve the complicated nonlinear equations 
completely and efficiently. The solution of the IK for the manipulator is a very difficult prob-
lem to obtain by traditional approaches. Besides, the suggested strategies do not require the 
inversion of any Jacobian matrix, and then it avoids singularities configurations. In this paper, 
to optimize this problem, the MSFL algorithms is used. This optimization technique is based 
on the forward kinematics equations, which always produces a solution in cooperation with an 
objective function. Hence, the general aspect of the problem can be expressed as minimizing 

( ) ,J Θ  constrained by min max .Θ ≤ Θ ≤ Θ  Furthermore, the objective function could be defined 
as the weighted sum of the errors as follows: 

( ) ( ) ( ) ( ) ( )- ,error error G E G EJ P O P P O OΘ = σ Θ + ε Θ = σ Θ + ε − Θ  

where ( )errorP Θ  and ( )errorO Θ  represent the position and orientation errors respectively and 
could be computed as a difference in distance between the target and current position, in this 
work we used an Euclidean formula as a representation of distance. While the parameters σ 
and ε are the weights of the position and the orientation, respectively. Let ( ),G GG P O=  be 

a given target end-effector pose while ( ) ( ) ( )( ),E EE P OΘ = Θ Θ  is the current end-effector 

pose in the workspace corresponding to configuration [ ]1 2 6, , , TΘ = θ θ … θ  which can be cal-
culated using forward kinematics, where P refers to the 3D position vector of pose while 
O refers to the vector of Roll-Pitch-Yaw Euler angles of pose (in radians), respectively. 
Which the optimization algorithms are exploring directly in the configuration space of the 
manipulator. Each individual ,1 ,2 , ,6,

T

i i i i j i⎡ ⎤Θ = θ θ …θ …θ⎣ ⎦  represents an ith candidate set of 

joint angles. At each iteration, we evaluate each candidate configuration iΘ  by passing it 
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through the forward kinematics module and measuring the position and orientation error be-
tween where the end-effector would be at configuration iΘ  and the target end-effector pose. 
In order to enforce joint limits, each dimension j of element iΘ  should be limited to searching 
in the range of valid joint angles [ ]min max, .iΘ ∈ Θ Θ  This can be realized by clamping each di-
mension j  within these bounds at each iteration immediately after it is updated. 

4. MODIFIED SHUFFLED FROG-LEAPING ALGORITHM 

The SFLA algorithm is inspired by the memetic evolution of frogs exploring food in 
a lake, which consolidates the benefits of the genetic-based MAs and by the social behavior-
based particle swarm optimization [21]. SFLA incorporates: firstly, the evolution process on 
each memeplex that embraces different cultures of frogs, where the culture stimulates a fit-
ness value, and serves as a local search within memeplex analogous to PSO algorithm, which 
imitates the social behavior of the leaping action of frogs searching for food. Secondly the 
influence by the ideas of other frogs from other memeplexes throughout the shuffling rule. 
This animates the cooperation process which it implies an adaptation idea and improves the 
success rate of discovering the solution in the optimization puzzle. In this process, a modifica-
tion was applied to the frog-leaping action that enhances the exploration manner in the space 
[22][23]. The randomization strategy in the evolution process offers the algorithm the ability 
to discover the local best solution within search space stochastically in addition to the com-
munication process that possibly finds a global optimum solution in shorter time. The local 
search and the shuffling processes continue until the defined convergence criteria are satis-
fied. The pseudocode of the algorithm is presented in Algorithm 1. 

 
Algorithm 1. The pseudo-code of the Shuffled Frog-Leaping Algorithm 

Initialization: 
{ }1 2, , , , , ;

;
;

1,
( )

i NPPopulation
m number of memeplexes
n quantity of frogs in each memeplex
l iN
while convergence criteria is satisfied Or until met iN do

← Θ Θ … Θ … Θ

←
←
←

 

Rank Step: Evaluate each frog iΘ  using a fitness function; 
Partition Step:  
Construct an array U of frogs and their fitness’s values; 
Sort the array U in descending order based on the fitness column; 
Construct ( ; 1, , )kY k m= …  memeplexes each including n frogs; 
Evaluation Step: 

1,for iM do←  
1,for k m do←  

Determine the worst and best frogs position based on their fitness’s values; 
Improve the worst frog position using a leaping distance; 
end for  

end for  
Shuffle Memeplexes Step: combine the evolved memeplexes; 
Check Convergence: Update the population best frog’s position ;gΘ  

1;← +  
end while  
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The MSFLA meta-heuristic strategy is summarized in the following steps: 
a. Initialization: construct the population NP of frogs randomly similar to the first step in 

DE algorithm, then Select m, and n, where m is the number of memeplexes and n is the num-
ber of frogs in each memeplex. The total amount of frogs NP can be calculated as . ,NP m n=  
additionally, the ith frog is expressed as a vector with a dimension equal to the configuration 
space as follows: ( ),1 ,2 ,6, , , ; 1,2, , .i i i i i NPΘ = θ θ … θ = …  

b. Rank: compute the performance value if  for each frog .iΘ  Sort the NP frogs in a de-
scending order according to their fitness. Save them in an array: { }, ; 1,2, , ,i iU f i NP= Θ = …  
so that 1i =  denotes the frog with the best performance value and could save it as a gΘ  in 
each iteration while the algorithm is running. 

c. Partition: partition array U into m memeplexes 1 2, , , ,mY Y Y…  each including n frogs, 
such that: ( )( ) ( )( )1 1[ , | , , 1, , ]; 1, , .k k k k k

i i i ik m i k m iY f f f i n k m+ − + −= Θ Θ = Θ = = … = …  In this proc-

ess, the first frog goes to the first memeplex, the second frog goes to the second memeplex, 
frog m goes to the mth memeplex, and frog 1m +  goes back to the first memeplex, etc.  

d. Memetic Evaluation: evolve each memeplex ; 1, ,kY k m= …  according to the frog-
leaping algorithm as follow. Within each memeplex, the frogs with the best and the worst fit-
ness values are defined as bΘ  and .wΘ  The frog with the global best fitness is defined as ,gΘ  
then, an improvement process is applied only to the frog with worst fitness in each cycle. 
Hence, the position of the frog with the worst fitness is modified which emulates the leaping 
process as follows: leaping distance ( )[ ]rand 0,1 ,L b wD C= Θ − Θ  then new position 

max max; ] , [.w w D D D DΘ = Θ + ∈ −  Where, ( )rand 0,1  is a random number between 0 and 1, 

maxD  is the maximum allowed change in a frog’s position and LC  is the modification of the 
algorithm which it is a constant indicates the amount of frog-leaping in each memeplex. The 
evaluation process, for all memeplexes, is repeated by an adaptable number of iterations ,iM  
until no improvement becomes possible. 

e. Shuffle Memeplexes: shuffle frogs and replace all memeplexes ; 1, ,kY k m= …  into U, 
such that { }, ; 1,2, ,i iU f i NP= Θ = …  similar to the initialization phase, afterwards sort U in 
order to decrease the performance value, update the population best frog’s position .gΘ  

f. Check convergence: if the convergence criteria is satisfied then stop otherwise return 
to the partition step and continue for a specific quantity of iterations iN.  

After each iteration the first frog in the sorted list represents a global solution. The num-
ber of iterations iM specifies the search depth within memeplexes while iN governs the solu-
tion producing process. 

5. SIMULATION RESULTS 

The IK of a redundant manipulator with six joints to follow a destination pose was 
solved. The manipulator’s joints correspond to the variable : 1,2, , 6j jθ = …  are constrained. 
In the IK experiments, the desired end-effector pose for the manipulator’s arm-part was de-
termined by this vector ( ) ( ) ( ), , , , , , 20,3, 40,0,10,15 .G GG P O x y z roll pitch yaw= = = −  The 
parameters of the objective function were adjusted as follows 1 0.7,ε = − σ =  so there is a bal-
ance between position and orientation to be optimized. In case of MSFLA, the parameters of 
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the algorithm were introduced in Table 2, and a summary of the results of utilizing the algo-
rithm for multiple scenarios was introduced in Table 3. These experiments are carried out to 
show all possibilities of the MSFL algorithm with variations in the number of iterations and in 
the population size. The purpose is to show the relationship between error and execution time 
with relation to iterations and population then to adapt the algorithm to take more optimum 
solution. An execution time of 729 ms for a human-like robotic arm with 6 joints is good for 
this type of Metaheuristic algorithm to make a comparison with those methods and algorithms 
used by other researchers that were mentioned above in the introduction.  

Figure 2 shows the values of the objective function. 
 

Table 2. Setting of the MSFL Algorithm. 
m Number of memeplexes 3 
n Number of frogs within memeplexes NP m

LC  Amount of Leaping 1.3 

 
Table 3. Inverse Kinematics Results of MSFL Algorithm 

Iterations 
Tests Population 

iN iM ( )J Θ  Total 
Error 

Execution
Time [ms]

Reaching Target 

( ), , , , ,x y z roll pitch yaw  

1 20 30 10 11.618 29.71 729 ( 15.7365,5.43,52.57,6.63,12.66,16.164)−  

2 30 30 10 7.6614 12.08 1045 ( 21.183, 2.915,50.77, 0.201,10.01,14.85)− −  

3 40 30 15 10.5382 19.21 1685 ( 25.08,8.56,46.818, 6.2,9.6,5.4251)− −  

4 40 40 30 18.4625 18.46 4526 ( 25.23,8.34,47.59, 2.53,8.62,14.13)− −  

5 60 40 30 8.2925 8.292 6645 ( 24.46,0.0421,44.59,1.65,11.116,14.05)−  

6 80 50 40 11.024 11.02 13540 ( 26.998,3.594, 42.87, 0.068,9.81,15.67)− −  

7 100 60 60 29.774 29.77 24191 ( 20.03,30.039,39.971, 7.71,3.679, 0.72)− − −  

8 130 70 60 0.1511 0.649 46282 ( 20.09,2.99, 40.004,0.208,9.64,14.89)−  

9 170 60 50 0.6168 2.168 40459 ( 20.151,2.84,40.09,0.89,10.36,16.15)−  

10 200 90 40 0.1139 0.298 57362 ( 19.927,3.0072,39.98, 0.134,10.105,14.89)− −

11 200 100 60 0.0729 0.378 92779 ( 20.002,2.998,39.99, 0.137,10.151,14.92)− −  

12 200 120 80 2.7672 5.8164 150246 ( 20.48,4.153, 40.49,0.807,4.087,13.787)−  

13 200 200 100 2.6713 1.9339 318481 ( 19.27,2.235,41.94, 0.979,10.88,11.48)− −  

14 250 90 40 0.003 0.016 69818 ( 19.99,3.00023,39.99,0.0049,10.006,14.99)−

15 250 140 80 1.266 6.553 215027 ( 20,3,40, 7.01976 10,10,15)e− − −  

16 250 140 100 4.647e-9 1.05e-8 260325 ( 20.09, 2.97, 40.0008, 1.687,6.689,13.57)− −  

17 300 140 80 1.01e-9 3.33e-9 255989 ( 20,3, 40,1.16487 9,10,15)e− −  

18 500 90 40 5.49e-10 9.9e-10 136888 ( 20,3, 40, 1.66261 11,10,15)e− − −  

19 500 200 100 3.02e-15 1.56e-14 681646 ( 20,3,40,3.22962 15,10,15)e− −  

20 1000 30 45 0.0968 0.025 95197 ( 20.031,3.04,40.04, 0.0037,10.96,14.876)− −  
 
The position and orientation of the manipulator’s end-effector after applying the solutions 

to validate the IK solver are presented in Figure 3 and Figure 4, while the joints’ positions of 
the manipulator in Figure 5. 
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Figure 2. The values of the objective function
after applying IK-MSFLA solver 

Figure 3. The position of end-effector for the 
manipulator after applying the solutions to vali-
date IK-MSFLA solver 

  
Figure 4. The orientation of the manipulator’s 
end-effector after applying the solutions to vali-
date IK-MSFLA solver 

Figure 5. The joints’ positions of the manipula-
tor after applying the solutions to validate IK-
MSFLA solver 

Preliminary tests have been carried out in the laboratory for investigating the perform-
ance of the algorithms in addition to analyzing the response, stability, robustness, and smooth 
motion of the manipulator. The experiments consisted of the execution of various trajectories 
with the manipulator as shown in Figure 6. 

 

    

Figure 6. Inverse kinematics tests of a human-like manipulator prototype. It is a lightweight manipula-
tor of 1.1 kg, it has a range of 85 cm in the workspace and a maximal payload of 0.2 kg. The length of 

the robot in the stretching state is 1.04 m 
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Figure 7 presents the real-time data from the manipulator plus the platform. 
 

 
Figure 7. Real-time measurements from the manipulator and the platform, there are configurations  

of the joints’ manipulator, coordinates of the hand, configurations of the fingers and finally the distur-
bances 

6. CONCLUSION 

In comparison with other researchers work, the inverse kinematics of a human-like six 
joints manipulator to follow a certain pose was solved. The modified shuffled frog-leaping 
algorithm was used and the parameters of the objective function to be optimized were ad-
justed to have balance between position and orientation. It was obvious that the execution 
time depends on both the population size and the iterations. The population size achieves the 
diversity feature, which allows the algorithm to explore more solutions in the workspace 
while the high iteration gives a solution much closer to the target. The IK solver was vali-
dated. Each new solution is considered as a global solution within its iteration, and it grants 
the algorithm the ability to explore new global solution. Therefore, it is important to alter the 
settings of the DE algorithm to get a solution based on the objective function in shorter time. 
The adaptation of the algorithm parameters nearby the setting point may improve the solution 
to be more fitting but with longer convergence time. The obtained results confirmed the 
feasibility and effectiveness of the suggested method. 

This research is funded by Kalashnikov Izhevsk State Technical University grant 15.06.01/18ААИ. 
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Abstract. Digital video image color balance correction algorithms are analyzed. The procedure of se-
lecting the objects presented in a video sequence is proposed to be used in order to make a compara-
tive analysis of color information: hue and saturation in HSL model, and chroma as well. The indices 
of color balance correction quality are substantiated. To carry out full-reference assessment, the 
groups of video sequences were chosen where various underwater vehicles filmed inside and outside 
the water can be found. The selection of underwater vehicles in images was made; the parameters of 
color information of the vehicles selected were estimated in the following video images: reference, 
source (underwater) and processed with the help of color balance correction algorithms under consid-
eration. A comparative analysis of color correction methods for video recordings taken in aquatic en-
vironment was carried out in order to identify the best algorithm according to the criterion of the clos-
est color information of objects presented in an underwater video image to color information of corre-
sponding objects not being distorted by aquatic environment. The results of the comparison have 
shown that the usage of Gray World Assumption algorithm leads to an improvement in hue up to 6.12 
times with saturation loss of 8.8 %, and the usage of White Patch Retinex algorithm – up to 4.43 times 
with a loss of saturation of 22.4 %. 

Keywords: video processing, color balance, aquatic environment, object selection, hue, saturation, 
chroma 

INTRODUCTION 

Currently, the work aimed at studying water basin bottom relief, surveying sunken ob-
jects, laying and maintaining gas and oil pipelines is actively carried out, scientific research of 
ocean and sea depths is also conducted. To implement these works, underwater mobile robotic 
devices are used, generally, with installed digital color video cameras, which make it possible 
to observe and record scenes at various depths, as well as to control the actions performed. 

The quality of underwater video images is significantly influenced by scattering and ab-
sorption of light in aquatic environment [1–3]. The degree of light absorption depends on 
wavelength, as well as on impurities concentration and type. Thus, minimum absorption in the 
waters of the World Ocean is observed in the range between 470…570 nm [2]. The process of 
light absorption leads to a reduction in the range of transmitted colors, and, consequently, to 
distortions in the hue of objects presented in video images taken in an aqueous medium [2]. 
Distortions of this type significantly reduce the quality of video data, worsen the perception of 
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underwater scene by the operator controlling the device. In addition, these factors make it dif-
ficult to detect and recognize the objects located on an oozy bottom. Therefore, to observe 
underwater scenes with the help of mobile robotic vehicles, an enhanced vision system im-
proving the quality of video image by color balance correction is needed. 

At present, various types of corresponding color correction algorithms are known, the re-
sults of which are different [4–11], therefore, it seems relevant to perform a comparative 
analysis of these approaches. The purpose of the analysis is to identify the best algorithm ac-
cording to the criterion described below for the best approximation of color information of the 
objects presented in the video image taken in aquatic environment to color information of the-
se objects not distorted by environment. 

ALGORITHMS UNDER COMPARISON 

Currently, Bradford's color correction method [4] is known, in which XYZ color space 
[12, 13] of an original image ( ), ,S S SX Y Z  is linearly converted to the color ( ), ,D D DX Y Z  of a 

processed image using the points of equal energy or reference white ( ), ,WS WS WSX Y Z  and 

( ), ,WD WD WDX Y Z  of source and processed frames, respectively [4]. One of the problems solved 

in this method is to estimate a reference white point ( ), , .WS WS WSX Y Z  The solutions to this 
problem are determined by various color balance correction algorithms based on Bradford 
method: White Patch Retinex (WPR) [5, 6], Gray World Assumption (GW) [5, 7, 8] and Prin-
cipal Component Analysis (PCA) [9–11, 14]. 

The basic idea of WPR algorithm is the assumption that the white area presented in 
a video scene reflects maximum possible light source for each range [5]. Therefore, in this 
algorithm, the vector of maximum values of pixel intensities in each channel (R, G and B) is 
taken as a reference white point, and the brightest pixels of each range are excluded from con-
sideration. 

GW algorithm assumes that the average color of scene is gray [5]. In accordance with this 
assumption, a reference white point is calculated by averaging the values of pixel intensities 
in each range, after excluding the brightest and darkest pixels. 

PCA color correction algorithm is based on the principal component method [9–11, 14]. 
Colors in RGB space form three-element vectors. In the algorithm considered, at the initial 
stage, these color vectors are arranged according to the norm of projection onto image average 
color vector. A reference white point represents a vector of dominant direction in the set of se-
lected color vectors, which is calculated using the principal component analysis method [14]. 

EXPERIMENT DESCRIPTION 

General principles of comparison 

The goal of applying color balance correction algorithms in enhanced vision systems for 
underwater mobile robotic vehicles is to bring the colors of objects presented in the frame 
closer to more “natural” ones. Here, “natural” colors are the colors not being distorted by 
aquatic environment. To assess the quality of color balance correction in order to reduce the 
influence of aquatic environment, it is appropriate to use reference color parameters of objects 
of interest, where color parameters of these objects are used as a reference under normal con-
ditions, that is, in daylight out of water. 
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For the experiment, the groups of videos containing four different underwater vehicles 
were chosen [15-17]. Three of them, having a bright yellow color, were presented in video 
recordings taken both underwater and out of water. The fourth apparatus is a priori known to 
have white color; therefore, in this group, only video records obtained in aquatic environment 
are used. In the video recordings selected, objects move and change their spatial orientation as 
the result of which underwater vehicles and their individual elements have different lighting. 
In addition, scenes with different background color are used for underwater video recordings. 

To exclude background and extraneous objects from the analysis, an automated selection 
of the object of interest is performed. Then for the selected object the average values of color 
parameters are calculated. In this case, averaging is performed over the pixels of the object 
selected and over the frames. Further, these parameters calculated for reference, source and 
processed video are used to compare color balance correction algorithms. 

Hue, saturation and chroma have been chosen as the analyzed color parameters. Hue and 
saturation are used when presenting colors in HSI (HSV) and HSL models [18-20]. However, 
despite widespread use of these color spaces, the use of saturation as a measure of colorful-
ness can lead to incorrect results in dark areas of an image. Therefore, for additional consid-
eration of colorfulness, chroma values of the object selected are also calculated. 

Comparison procedure 

When analyzing the quality of color balance correction, images representing the frames 
of the chosen videos are used: reference image ,refI  original image sourceI  to be corrected for 
color balance, and the results of processing using PCA ,PCAI  WPR ,WPRI  GW GWI  algo-
rithms. The image data is initially presented as a component of red, green, and blue 

{ }, , .I R G B=  The color of the object of interest is calculated in the same way for all images 
,refI  ,sourceI  ,PCAI  ,WPRI  .GWI  
On the first stage of a comparison procedure of the algorithms indicated, the image is 

transferred to HSL color space. For each pixel { }, ,i r g b=  of image I, a transformation is per-
formed, as a result of which pixel i is represented as components of hue, saturation and light-
ness { }, , ,i h s l=  respectively [18, 19]. In addition, chroma values are calculated [18, 19]: 

 ( ) ( )max , , min , , .c r g b r g b= −  (1) 

On the second stage, the object of interest is selected, that is, a mask M is formed, m pix-
els of which are defined as follows: 

 

[ ]
[ ]
[ ]

min max

min max

min max
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 (2) 

where min ,H  max ,H  min ,S  max ,S  min ,L  maxL  are lower and upper thresholds of the channels of 
hue H, saturation S and lightness L, chosen experimentally for each video record. In order not 
to take into account excessively illuminated or darkened areas of the object, where values h 
and s may turn out to be incorrect, lightness thresholds were chosen not equal to the limits of 
dynamic range of channel L, i.e. min 0,L >  max 1.L <  
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In Fig. 1 frames refI  of video recordings of various scenes and selected objects for clarity 
being presented in the form of element wise multiplication result refI M⋅  are shown. 

 

 
Figure 1. Frames of source video recordings of various scenes (on the left)  

and the results of objects selection (on the right) 

On the third stage, color parameters of the objects selected are averaged by pixels and 
frames. The average hue value of the selected object is determined by the formula 

 ,
f p f pN N N N

H h m m= ⋅∑∑ ∑∑  (3) 

where pN  is the total number of pixels in a frame, fN  is the number of frames in a video. For 
other color parameters, the calculation is performed in the same way. This operation is per-
formed for all video recordings: reference, source and processed by PCA, WPR, GW algo-
rithms. Thus, at this stage, the parameters of average hue ,refH  ,sourceH  ,PCAH  ,WPRH  ,GWH  

average saturation ,refS  ,sourceS  ,PCAS  ,WPRS  GWS  and average chroma ,refC  ,sourceC  ,PCAC  

,WPRC  GWC  are determined. 
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Fig. 2 as an example shows the frame of an original video and the results of the image 
processed by the algorithms considered. This image shows only the selected objects, since 
only the pixels of these objects are taken into account when analyzing the algorithms. 

 

 
Figure 2. The selected object on the source image (a) and on the images processed using PCA (b), 

WPR (c), and GW (d) algorithms 

The values of color averaged parameters of the object in this frame (at 1fN = ) were: 

0.31,sourceH =  0.24,PCAH =  0.21,WPRH =  0.11,GWH =  0.56,sourceS =  0.4,PCAS =  
0.43,WPRS =  0.62.GWS =  

For the scenes with yellow objects, parameters ,H  S  and C  themselves are not indica-
tors of improved color balance. The difference refH H HΔ = −  is used as a measure of hue 

proximity to reference values. Here H  is seen as one of the values ,sourceH  ,PCAH  ,WPRH  
.GWH  The measure of video image hue improvement due to the application of an algorithm is 

determined as a ratio H sourceG H H= Δ Δ  by the criterion of approaching a reference value. 
Saturation and chroma gain are calculated as ratios ,S refG S S=  ,C refG C C=  respectively. 

Improvement in color balance correction quality corresponds to the increase in value HG  and 
the approximation of values SG  and CG  – to a unity. 

A group of videos containing a white underwater vehicle was analyzed in a slightly differ-
ent way. Firstly, hue values were not taken into account, since this parameter does not make 
sense for a white object. Secondly, since for a white object 0refS =  and 0,refH =  an indicator 
showing the quality of color balance correction algorithms application are the coefficients of 
decreasing saturation S sourceR S S=  and chroma .C sourceR C C=  Accordingly, in this case the 
larger the values of SR  and ,CR  the better the algorithm for color balance correction is. 
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EXPERIMENTAL RESULTS 

Table 1 shows mean values of hue ,H  saturation S  and chroma C  of selected objects, 
as well as coefficients ,HG  ,SG  CG  calculated on their basis. 

 
Table 1. Averaged color parameters of selected objects and indicators of color balance improvement  

for scenes with yellow objects 
Scene Video H  S  C  HG  SG  CG  

Reference 0.125 0.584 85 – 1 1 
Original 0.308 0.576 82 1 0.987 0.9639 
PCA 0.263 0.345 48.8 1.33 0.592 0.574 
WPR 0.254 0.339 41.3 1.42 0.58 0.486 

1 

GW 0.095 0.754 91 –6.12 1.291 1.07 
Reference 0.109 0.633 118.1 – 1 1 
Original 0.259 0.283 56 1 0.448 0.475 
PCA 0.237 0.267 55.3 1.14 0.42 0.468 
WPR 0.236 0.267 55.3 1.14 0.42 0.468 

2 

GW 0.236 0.267 55.3 1.14 0.42 0.468 
Reference 0.128 0.765 147 – 1 1 
Original 0.424 0.756 101.6 1 0.989 0.69 
PCA 0.199 0.57 87.7 4.2 0.746 0.596 
WPR 0.195 0.594 89.3 4.43 0.776 0.607 

3 

GW 0.177 0.698 108.7 6.12 0.912 0.739 
 
Analysis of this table shows that all color balance correction algorithms considered im-

prove the hue ( )1 ,HG >  but hue colorfulness is distorted. In this case, PCA and WPR algo-
rithms reduce saturation and chroma, and GW algorithm provides the least distortion of these 
parameters. However, when using this algorithm, the object as a result of processing may be 
oversaturated ( 1,SG >  1CG > ). The value 1HG < −  for GW algorithm shows that an over-
shoot occurs, i.e., as a result of processing the hue approaches the reference, but the hue 
change is larger than necessary: 2 .source source GW sourceH H H HΔ < − < Δ  

Values of ,S  C  parameters and ,SR  CR  quality indicators for a white object are given in 
Table 2. 

 
Table 2. Averaged parameters of colorfulness of selected objects and indicators of its reduction  

for scenes with white objects 
Video S  C  SR  CR  

Original 0.259 42.2 1 1 
PCA 0.211 31.3 1.23 1.35 
WPR 0.194 28.7 1.33 1.47 
GW 0.977 113.1 0.27 0.37 

 
From the analysis of Table 2 it can be seen that PCA and WPR algorithms reduce satura-

tion and chroma of an object having a white color, that is, improve the image. GW algorithm, 
in contrast, leads to a false “coloring” of an object. 
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CONCLUSION 

The results of color parameter analysis of the underwater objects highlighted in video 
have shown that GW algorithm provides the best approximation to the standard. However, 
this algorithm in some cases leads to the overshoot of all considered parameters and false 
staining of less saturated objects. The improvement in hue as a result of applying GW algo-
rithm reaches 6.12 times with a saturation loss of 8.8 %. 

For tasks in which the overshoot of color parameters and false staining are not allowed, 
among the considered color balance correction algorithms, WPR algorithm has the best qual-
ity indicators. The improvement in hue in this case reaches 4.43 times with the loss in satura-
tion of 22.4 %. 
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Abstract. Computer-aided manufacturing (CAM) helps to see how manufacturing processes could be 
executed checking if desired products can be made and at what cost. Usually, a 3D model of a tar-
geted product is used as one of the inputs for CAM. Although actively used for some application do-
mains and despite of well-developed CAM technologies and tools frameworks, further acceptance of 
CAM is hindered by, on one hand, a restricted access and, on another, knowledge needed to use CAM 
tools and methods. This article outlines a concept for web-based integration framework architecture 
for CAM. It defines main stakeholders and their roles in efficient product development and virtual 
commissioning. 

Keywords: Computer-aided Manufacturing, Digital manufacturing, web tools, virtual commissioning 

INTRODUCTION 

With the development of Internet technologies and global connectivity of people the ac-
cess to knowledge has simplified. The Wikipedia can be seen as an example of collective 
knowledge documenting and sharing. Those articles can be now accessed almost globally. 
Despite the questioning the quality or reliability of Wikipedia as a source of information, it is 
seen as “a valuable jumping off point for research” [1]. The Wikipedia, as any other encyclo-
pedia, has limited ways to share the knowledge, as these mostly use text and images to sys-
temically organize and describe selected concepts or phenomena in the articles. For the arti-
cles published on the Wikipedia, some basic animation and references to videos can be also 
added to further simplify presentation and comprehending of study materials. 

The advent of Internet technologies pushed the capabilities of knowledge sharing further 
than just a passive perception from the paper or the screen. The study process can be organ-
ized now interactively. For example, massive open online courses or MOOC can integrate 
many people on the same platform with the tools helping to automate testing of students’ 
knowledge (e.g. quizzes) and sometimes to interact with other students. The W3Schools [2], 
helping people to learn and apply web development standards, allows direct execution of code 
examples in a web browser to demonstrate their behavior. At the end, the leaner does not have 
to have any sophisticated tools, as a web browser could be enough. 
                                                            
  © A. Lobov, A. Martikkala, P. Biswas, 2019 
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Development of web technologies has affected also different engineering disciplines. In 
particular, for product design Computer-aided design (CAD) can be in principle and already 
done online. For instance, Onshape Product Design Platform [3] offers an interface to use 
CAD and related engineering APIs. 

Industrial Internet can be defined as the application of Internet-based protocols and web 
technologies for industrial applications. The industrial applications differ from general ‘of-
fice’ applications in terms of requirements for reliability, availability and deterministic execu-
tion guaranteeing response times within certain time interval satisfying the needs of applica-
tion. The use of Internet-inspired protocols can be found already at the production floor. For 
instance, EtherCAT [4], Ethernet/IP [5] and PROFINET [6] can be seen as examples of pro-
tocols, which appearance could be attributed to the success of the Internet. 

This article describes a web-based framework that can support Computer-aided Manufac-
turing, so that engineers, on one hand, could benefit from integration of data at the different 
stages of product design and manufacturing, and, on the other, make it possible to integrate 
manufacturing system runtime data. 

The rest of the paper is organized as follows. Next section describes the state of the art 
identifying the gaps and potential development directions. The state of the art is followed by a 
proposal of architecture for the framework to integrate engineering and runtime data. The 
fourth section contains the discussion followed by the conclusion and future work. 

STATE OF THE ART 

The problem of integration of various data can be approached in different ways. In [7], 
authors develop digital manufacturing toolbox aiming to assist, in particular, manufacturing 
SMEs, which may struggle to have sufficient resources for research, development and innova-
tion (RDI) activates. That work defines digital manufacturing as tailored, case-specific inte-
gration of various technologies for the Production automation, Digital scanning and meas-
urement, Manufacturing design and production simulation, Robotics, and, last, but not least 
additive manufacturing. Referred work does not suggest the use of web technologies rather 
proposing a selection of the tools via a process of discussion, preparatory work, tool process, 
delivery and customer care promoting a supervision of an expert from a particular organiza-
tion. 

Authors of [8] developed a system capable of monitoring main parameters of the CNC 
(Computer Numerical Control) equipment including the assessment of the consequences of 
the equipment failure. The proposed server/client architecture and the use of, for instance, 
“MS SQL Server2008 R2B” shows that the solution is build using Internet-based technologies 
integrating specific modules with Ethernet and Modbus protocols.  

Prevention of confidentiality breach that could lead to the loss of Intellectual Property is 
discussed in [9]. As there are many cyber-physical or networked embedded systems start to 
serve the machine accessible with common internet protocols, these systems can be vulner-
able points for hacker attacks. The authors of [9] look to the problem in a broader context ra-
ther than “simple” hacking of communication networks. They also consider, for example, dy-
namic response of a machine (e.g. 3D printer) in terms of vibrations produced that could be 
potential leakage of sensitive information about the work done by the machine. [10] has fur-
ther elaborated various information leakage channels that in addition to vibration may include 
acoustic, power and magnetic side-channels. The mission is the development of information 
leakage-aware CAM tool. 

Development of the Internet gave rise also to the new principles of software management. 
Online software package managers give developers a possibility to dynamically upload re-
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quired libraries from the Internet. One of such managers is the package installer for Python 
(pip)1. In [11] a Python-based 3-axis CNC plotter has been developed. The authors high-
lighted in their work among other things that their solution is following the principles of 
“open source, easy to understand, requiring basic programming knowledge, thereby making it 
easily amendable for the user” and “hardware which is less expensive and a setup which is 
less complex.” In other words, both software and hardware for the CNC plotter are easy to 
develop and manage. 

In [12] researchers have benefited from Open NX, “a collection of APIs that allows user 
to create custom applications for NX through an open architecture using well-known pro-
gramming languages”2,  developing CAM assistant program helping with tool-path planning 
and selection of cutting tools depending on materials in use. Same as in the abovementioned 
example of Python-based solution, here also the principle of developing own add-ons for a 
commercial tool is supported with openness of interface, dedicated APIs for known program-
ming languages.  

[13] have made a literature review for STEP-NC aiming to help with data integration be-
tween CAD-CAPP (Computer-aided Process Planning)-CAM-CNC. ISO 14649 (STEP NC), 
which is entitled as “Industrial automation systems and integration”, format aims to provide 
bi-directional data flow between the manufacturing tools. It is according to [13] at the early 
stage with respect to its inclusion and active use with manufacturing systems. [14] proposes to 
use graph-based methods and algorithms to support data representation and analysis. Different 
types of graphs can be employed for corresponding problems ranging from product and proc-
ess representative models to support of overall decision making and design of assembly lines. 
In [15], Visual C++ was used to develop “simple and affordable CAPP system”. Here the 
simplicity and affordability can be attributed to the use of open formats, such as, for example, 
DXF (Drawing eXchange Format) originally developed for AutoCAD that can be also opened 
by many CAD applications. 

[16] highlights the role of the Industrial Internet in integration of CAD-CAE (Computer-
aided Engineering)-CAPP-CAM allowing worldwide integration at the same time assuring 
product quality. Machines and the factories are seen as the nodes in the Industrial Internet in 
reference to the Industry 4.0 concept having web-based highly-automated smart factories. 
Such an integration may require end-to-end digitalization [17] supporting gradual develop-
ment of production automation as a whole involving various information systems, such as 
Manufacturing Execution Systems (MES) and Enterprise Resource Planning (ERP). Further-
more, cloud-based architectures can be employed for the task of integration to develop so 
called cloud manufacturing environment [0]. In such an environment, the manufacturing ser-
vices can be seen as independent entities capable of own decision making as these interact 
with the users. 

In [19], a generic architecture for controlling Smart Manufacturing System (SMS) is de-
scribed. The architecture includes a possibility for making new task plans, performing data 
analytics, diagnosis of disturbances to determine resilience strategy. The integration of SMS 
in the view of the authors should be supported via the use of cyber-physical systems (i.e. em-
bedded networked systems) and revised concept of agents that may include “combinations of 
humans, cyber-, physical- and cyber-physical technologies” [19]. 

Another approach for integration can be found in [20] that outlined a Semantic Web Ser-
vices framework, where different actors, e.g. device vendors, equipment vendors, system in-
tegrators, standardization institutions and customers cooperate using a common language – 

                                                            
1 https://pypi.org/project/pip/ 
2 https://docs.plm.automation.siemens.com/tdoc/nx/10/nx_api 
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the Web Ontology Language (OWL)1 – for building a manufacturing system. The ontologies 
can be organized into three main categories that of Product, Process and Resource (that also 
includes, for instance, equipment) [21]. The Process ontology can be seen as a pivotal point to 
join product and resource ontologies, i.e. to match product needs and skills/capabilities pro-
vided by resources. 

PROPOSED ARCHITECTURE 

Following the “triangle” of Product, Process, Resource outlined in the previous section, 
that can be extended for Computer-aided Manufacturing integrating necessary services and 
tools for going from the design of a product to its manufacturing. Fig. 1 presents overall inte-
gration framework, where the product and its needs can be depicted via the use of CAD appli-
cations, production equipment (manufacturing resources) should be considered via the CAM 
tools. These to be joined with valid process models, ideally supported by CAPP applications. 

 

 
Figure 1. Integration Framework for Computer-aided Manufacturing 

The process model block can be seen as a central element, because any inconsistencies 
during production process would signify that the loop (1)-(2)-(3) (the “triangle”) has some 
deficiencies that have to be corrected. Thus, the analysis of possible corrective measures 
should start from the process model block. 

                                                            
1 https://www.w3.org/OWL/ 
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In Fig. 1 the numbers on the edges are used to refine given relationships. The refinements 
are summarized in Table 1. 

 
Table 1. Relations description in the proposed framework 

Relation # Description 

1 

Product designer inputs the CAD model representing a part or a workpiece to the CAPP 
application for generating production plan taking into account the structure of a product, 
requirements and materials it is made of. Selection of materials can be automated based 
on the requirements the final product / workpiece should meet. 

2 The process plan is input for the CAM tool that refines it in accordance to the available 
equipment at the production floor.   

3 
As there could be some inconsistences noticed, these can be reported back to the prod-
uct designer by manufacturing engineer in order to try to find if there are possibilities to 
change the design to meet product required and be able to manufacture the product. 

4 As the product is being manufactured, the production equipment can report real-time 
process data to learn on actual manufacturing system behavior.  

5 
The aggregated data from the actual process is used to fine tune process models. Thus, 
an earlier feedback to the product designer could be possible based on manufacturing 
site data.  

6 

As the products reach their final (or next stage) customers, there should be a possibility 
to learn on customer’s feedback, which is again fed to the process model, i.e. it is not 
the task of designer or manufacturing engineer to analyze how the manufacturing site is 
doing as a whole, but through the (adjusted) process models it should become evident 
which particular requirement is not met or needs further improvement. 

Blueprints Workpieces / products / parts blueprints are generated with CAD tools and ideally 
should accompany products through different stages of product lifecycle.  

Code Code for equipment (e.g. G-code for CNC machines) generated to produce correspond-
ing products. 

Product Actual product that goes out of given manufacturing system to its customers.  

Feedback Customers’ feedback is collected. It could be ranging from human-made reports to au-
tomated feedback collected via the IoT instruments connected to the product.   

 
As the feedback received from users, it is processed in terms of process model and manu-

facturing resources before reaching product designer (e.g. CAD engineer). Thus, the designer 
is faced not only with direct customer feedback (which is important to know in any case), but 
also with the implications of the feedback for the other phases of product development and 
manufacturing. 

Integration of abovementioned elements can happen via web technologies and, in particu-
lar, following Service-oriented Architecture (SOA). The SOA provides well-defined inter-
faces such as for example Web Service Description Language (WSDL), which possible 
application is described in [20]. Having common language representing services and its 
capabilities makes it possible for a computer to automatically find and integrate required 
modules for the application. Another approach for service definition is based on RESTful 
Web Services1, where the resource identification is based on the notion URI, i.e. Uniform 
Resource Identifier (everything in a way can be seen as a web resource, having dedicated 
unique address) with basic set of operations to create, read, update, delete (CRUD) online 
resources using HTTP (HyperText Transfer Protocol) 2  methods PUT, GET, POST and 
DELETE.                                                             
1 https://docs.oracle.com/javaee/6/tutorial/doc/gijqy.html 
2 https://tools.ietf.org/html/rfc2068 
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DISCUSSION 

There are already available ad hoc demonstrators for various steps outlined in Table 1. 
However, complete integration is still a challenging task partially due to the lack of agreement 
for common standards and protocols. Further development of Internet technologies is seen as 
a key to find a solution based on most commonly used communication protocols and knowl-
edge representation formats. Similar, as for the growing share of Ethernet-based protocols for 
industrial automation, the same trend can help stabilizing web-based integration technologies 
for CAM. 

Web-based integration framework for CAM can help developing and validating new 
products in SMEs having simple access to available and affordable modules and tools that 
may be already packaged for some widely-used (web) programming languages such as JavaS-
cript (Node.js) or Python1.   

In addition to the stakeholders explicitly listed in Fig. 1, there are developers of those 
open source modules and tools supporting CAD, CAM, machine learning and process defini-
tion algorithms. There probably would exist a gap in a quality and usability for some of the 
“free” modules. However, those are seen to diminish as the standards for service definition 
and descriptions will be further elaborated. 

CONCLUSION AND FUTURE WORK 

In this paper, we argue that web-based framework can be a solution for making wider use 
of Computer-aided Manufacturing. The web standards and technologies being extensively 
used, tested and developed for a large community of users are possible to apply in domain of 
manufacturing at different levels of the enterprise ranging from a production floor up to the 
ERP systems supporting strategic decision making. There are already first successful ad hoc 
applications available, although the challenge remains for finding widely acceptable solution. 
Such a solution is envisioned to appear as winning web standards for communication and 
knowledge representation get further developed and accepted. 
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Abstract. In the current competitive market, the lack of financial resources is a major challenge for 
Small and Medium Enterprises (SMEs). As a result, SMEs seek low-cost technologies to be employed 
in their enterprises. Moreover, robotics together with vision systems have become an indispensable 
part of the current production systems regarding their capabilities to improve the productivity and per-
formance of manufacturing processes. The aim of this paper is to describe an affordable solution for 
the pick and place robot operation using computer vision technology. The application is designed to 
identify, pick and place the objects with different arrangements on the palette. For the fulfillment of 
the vision system, the latest deep learning techniques and image processing software is used to detect 
the parts. Moreover, the proposed application is dynamic and scalable, created for different use cases 
so that the operation for various parts with diverse shapes can be handled. The application is tested 
and validated at the Tampere University Robotic Laboratory (Robolab). 

Keywords: computer vision, Convolutional neural networks, deep learning, robot vision 

INTRODUCTION 

In the current manufacturing enterprises, rapid reconfiguration and quick response to the 
frequent changes is a critical demand in order to meet the customers’ expectations [1]. The 
inclusion of advanced technologies can help firms to respond to this demand and support the 
benefits of the enterprise more effectively. On the other hand, since the SMEs have budget 
constraints to spend in technological infrastructure, they look for solutions that need less fi-
nancial investment and can fit with their current infrastructure seamlessly. Nevertheless, the 
advancement of technology has brought low-cost modern technologies in existence over re-
cent years, which allows SMEs to stay in the market and grow more quickly. The other ad-

                                                            
  © M. Mahmoodpour, A. Lobov, S. Hayati, A. Pastukhov, 2019 



 
M. Mahmoodpour, A. Lobov, S. Hayati, A. Pastukhov 

“An affordable deep learning based solution to support pick and place robotic tasks” 

67 

vantage associated with affordable technologies is that more people are able to launch their 
startups easily and contribute to the economic growth of the global market. 

From the first day the robots were employed in the manufacturing industries, they have 
made major changes to the production management in industrial sectors with high accuracy 
and reliability demand. Especially in today’s fast-paced production environments, robots play 
a pivotal role in the industrial automation domain due to their remarkable performance in 
boosting the efficiency and quality of manufacturing processes as well as lowering the opera-
tion costs. As a result, SMEs have become a target for robotic technologies vendors helping 
them to utilize robots in their manufacturing operations. Thus, robot vendors have introduced 
the new generation of robots that can fit into small spaces of small manufacturers premises. 
Collaborative robots or “cobots” are good examples that have enabled SMEs to take advan-
tage of robotic to improve their productivity. Moreover, the adoption of robotic vision sys-
tems has been acknowledged by industry sector in recent years. Over the past years, there has 
been a considerable improvement in the performance of vision technologies while the cost of 
using such technologies has dropped dramatically. Furthermore, the integration of vision 
technology with robotic operations can significantly increase the productivity of robots. Ac-
cording to above-mentioned issues, robotic applications including vision technology should 
be enough affordable for SMEs so that they can leverage the benefits come with this technol-
ogy without being concerned to allocate a significant financial budget. Also, the smooth inte-
gration of machine vision technology with the current robotic operations of SMEs is another 
crucial aspect that should be taken into consideration. In this context, any machine vision so-
lution should be developed in a way that the commissioning and installing can be carried out 
simply and quickly by the field operators of SMEs without special skills. Furthermore, the 
machine vision module should be standalone and easy to maintain. In addition, particularly 
for pick and place operation, the machine vision module should be flexible enough so that can 
be reconfigured quickly to support pick and place operation of the wide range of parts with 
different configurations for multiple use cases. 

In this paper, we have focused on low-cost vision systems for SMEs to implement the 
pick and place robotic operations. The proposed modular and dynamic application allows the 
SMEs to integrate the solution to their robotic manipulators smoothly without the need to 
make major changes in current systems. The hardware we used, as computation resource to 
accomplish our solution, is Raspberry Pi 3, a single-board computer that represents excellent 
value for a small cost. 

The rest of the article is organized as follows. First, the literature review of computer vi-
sion systems and techniques is carried out. Next, the state-of-the-art computer vision for ro-
botics is provided. Then, the methodology of research is discussed, followed by the imple-
mentation and results with the verification of the proposed solution. Finally, the last section 
concludes the paper and presents the future direction of research. 

COMPUTER VISION SYSTEMS / TECHNIQUES 

The computer vision is defined as “extracting descriptions of the world from pictures or 
sequences of pictures” [12]. In general, any computer vision process consists of three main 
steps: (1) Image acquisition; (2) Image processing; (3) Image analysis and decision-making. 
In the following, a brief review of each step is provided. 

Image acquisition, which is defined as retrieving an image from hardware-based sources 
such as different kinds of cameras to represent the real-world scene as digital data to be used 
for further processing [9]. The hardware system for image acquisition uses image sensors to 
convert ambient light into digital signals, which eventually can be stored and represented as 
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digital images. Technically, in image processing, digital images are defined as an array of 
pixels in a two-dimensional matrix, where each pixel represent the intensity value of bright-
ness [13]. 

Image processing, the acquired image in the first step could be not of sufficiently high 
quality because of imaging conditions or problems related to the storage of images [9]. As a 
result, a pre-processing mechanism is required to enhance the quality of captured images; 
compress the size of the image; perform image restoration, and carry out feature extraction by 
employing complex algorithms for better human perception and machine interpretation [23]. 
The image processing process can be defined as an input-output system in which the image 
processor applies sophisticated operations on the acquired image in order to generate a high-
quality image as an output [16]. Typically, this type of image processing which involves 
primitive operations to enhance the quality of the image is known as low-level processing. 

Image analysis and decision-making means the analysis of images and extract informa-
tion by which the actual decision can be made. Mid-level image processing techniques such as 
edge detection and segmentation are used to derive features and attributes from the input im-
age. The extracted features allow computer vision system to derive meaningful information 
from images, and by feeding achieved information to Machine Learning (ML) algorithms and 
Artificial Intelligence (AI) technology, cognitive insight can be drawn from the input image 
and proper action can be taken accordingly i.e. high-level image processing. For instance, 
with the help of mid-level image processing algorithms such as segmentation, the attributes of 
a scene can be extracted to enable the high-level process system to understand the surround-
ing environment using AI algorithms for autonomous navigation. Fig. 1 [3] illustrates the 
steps of a computer vision system discussed. 

 

 
Figure 1. The architecture of a typical computer vision system 

ML as a sub-field of AI enables the system to automatically learn from previous data 
through detecting pattern on data and make a prediction about future data [4]. In this context, 
computer vision has been influenced by machine learning dramatically over the past 20 years 
[17]. Machine learning provides powerful techniques for computer vision for adjusting the 
parameters and using the learned experience to generate, validate and tune the hypothesis 
[26]. These techniques can be categorized into two major categories: deep learning-based and 
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traditional machine learning algorithms. Examples of the latter include, random forest (RF) 
[5], support vector machine (SVM) [18], Hidden Markov model (HMM) [28] and so on. Fur-
ther, the former category, deep learning, can facilitate feature extraction in the different repre-
sentation of data by sampling multi-level abstractions of input data, examples include Convo-
lutional Neural Network (CNN) [20] and Recurrent Neural Network (RNN) [22], etc. While 
there are other deep learning algorithms with a generative approach, such as Generative Ad-
versarial Network (GAN) [14] and Variational Autoencoders (VAE) [24]; they build a model 
based on simulated observations that extracted from a probability density function [8]. Addi-
tionally, deep learning handles large scale datasets such as ImageNet with satisfactory per-
formance [11]. 

COMPUTER VISION SYSTEMS FOR ROBOTIC APPLICATIONS 

The adoption of computer vision for industrial application and particularly robotics began 
from the early 1980s [27], thus enabling computers to gain a visual understanding of the sur-
rounding environment through extracting information from digital images of the real world 
[15]. The development of computer vision technology is growing fast according to emerging 
low-cost cameras, affordable processing power and evolving vision algorithms [7]. The appli-
cations of vision technology for robots in manufacturing processes include identification and 
locating parts, inspection, assembly, quality control, human-robot collaboration, track the ob-
jects, robot navigation and etc. The vision system for robotics can be either scene-related or 
object-related [2]. The scene-oriented applications involve pathfinding, obstacle avoidance, 
localization, mapping for mobile robots. On the other hand, object-related vision systems are 
used to detect objects for different applications such as pick and place, material assembly, 
quality inspection, machine tending, etc.  

In recent years, the usage of deep learning for robot vision applications has become a 
subject undergoing intense study in robotics realm. The comprehensive survey conducted by 
authors in [25] reviews the latest achievements and advances in deep learning based robot vi-
sion system. 

METHODOLOGY 

As already discussed in the introduction section, any system which aims to enable SMEs 
to leverage from advanced technologies should be enough affordable. In this study, this essen-
tial prerequisite was taken into consideration in order to allow SMEs to employ the designed 
system in their manufacturing processes. In this context, the hardware and software of the sys-
tem are chosen in a manner that the entire system is affordable. 

Hardware selection: The hardware used to perform system computations, should be ca-
pable of carrying out all the tasks defined within the application. Currently, there are a couple 
of budget computers available in the market. One of the most widely used single-board com-
puters is Raspberry Pi 3 (RP), which can be used for a variety of functions such as automation 
projects, Internet of Things, educational purposes, industrial applications, etc. Moreover, RP 
benefits from strong community support, meaning there are many tutorials, resources, and 
guides provided by contributors all around the world. Also, RP provides a set of general-
purpose input/output (GPIO) pins and different ports in order to support the connectivity of a 
wide range of accessories and peripherals, making it a versatile standalone computer to inter-
act with real-world applications. In particular, for a computer vision application, RP can be 
equipped with USB webcam or Raspberry Pi camera module making RP capable of handling 
image acquisition and computer vision algorithms. Furthermore, RP supports all necessary 
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machine learning and deep learning libraries which are needed to implement a computer vi-
sion application. 

Software Design: For the software part of the project, as the aim of the research is to en-
able the integration of vision-system with different robots in a smooth manner, the system is 
designed in such a way that each module in the system works independently from other mod-
ules. This loosely coupled architecture improves the flexibility to the system, thus enabling 
the development of new modules (e.g. controller for different brands of robots) in an extensi-
ble and reusable way. Figure 2 illustrates the designed architecture for the application. 

 

 
Figure 2. Architectural view of the designed system 

As can be seen in the system architecture, the computer vision module uses camera hard-
ware to acquire an image from the external world. Then, the image processing techniques are 
applied to the acquired image according to the specification of CNN classifier. Next, for the 
image analysis purpose, the processed image is fed to the CNN network to extract meaningful 
information from the input image. The controller module interacts with the computer vision 
system to retrieve the required information in order to carry out the robot manipulation mech-
anism. 

In this study, different tools and libraries are used to perform image processing and deep 
learning algorithms for the vision part of the project which is discussed briefly in the follow-
ing. 

OpenCV: OpenCV framework [6] is a powerful open source computer vision library 
which facilitates conducting image processing techniques and algorithms by providing built-
in functions. OpenCV is a well-documented library which provides C++, Python, Java and 
MATLAB interfaces, and supports multiple operating systems such as Windows, Linux, Mac 
OS, and Android. 

Keras: Deep learning techniques have empowered computer vision algorithms signifi-
cantly. Keras [10] is an open-source high-level neural networks library that allows developing 
deep learning models for computer vision applications in an easy-to-use manner. It was de-
signed with the aim of enabling fast experimentation with neural networks. Keras has recently 
integrated into TensorFlow [21], thus allowing using TensorFlow functionalities within Keras 
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if needed. It is written in Python and runs on CPU and GPU. Moreover, it supports both con-
volutional networks and recurrent networks, as well as the combinations of the two. 

IMPLEMENTATION 

In this section, the technical implementation of the proposed methodology for the valida-
tion purpose is described.  

Vision system hardware: As was stated in the methodology section, Raspberry Pi pro-
vides reasonable computing resources with an affordable price. In this study, the Raspberry Pi 
3 Model B+ was selected as hardware to perform experiments. Raspberry Pi 3 Model B+ is 
the latest product in RP 3 series with a 1.4 GHz 64-bit quad-core processor, 1 GB RAM, and 
support for network communication via Ethernet and wireless LAN. Moreover, the 8-
megapixel Raspberry Pi Camera Module v2 was used for image acquisition. All necessary 
tools and software related to computer vision and deep learning were installed on RP. 

Robot setup: The Tampere RoboLab [19] was the place, where all the experiments of 
study were conducted there. Tampere RoboLab is the learning environment established at 
Tampere University which aims to provide real-life equipment for pedagogical purposes and 
particularly robotics education. In this study, for robotic pick and place task, the UR5 robot 
from Universal Robot in RoboLab was chosen to conduct the experiments in order to validate 
the solution. The UR5 is a medium size and light-weight collaborative robot (cobot) which 
widely is used by manufacturers, and particularly SMEs for repetitive tasks such as picking, 
placing and testing according to its affordable cost compared to other similar products. It can 
be integrated seamlessly with the working environment through connecting external sensors 
and actuators as well as other external resources such as, for instance, machine vision system. 
It supports multiple communication protocols to interact with the external world and remote 
control such as Modbus and TCP/IP. The communication method we used to control UR5 
remotely was TCP/IP socket connection via Ethernet. To do this, the client program needs to 
run on an external device which in our case is RP and the URScript commands are sent to a 
server hosted on the robot. We used TCP port 30002 on the robot to send commands over a 
TCP/IP socket from RP and control the robot remotely. The IP address was configured for 
both server and client considering that they must be in the same subnet. In this case, RP 
mounted on the UR5 robot can handle the entire robot control process. Also, to integrate the 
vision system hardware with the robot, the RP and camera module was mounted on the robot 
and near to end effector. For this purpose, a plastic holder manufactured by the 3D printer was 
used to fit the RP and camera on the robot (Figure 3.a). 

Using pallets for the pick and place operations results in shorter cycle times according to 
the repeatability and precision of work. In this regard, a sample indexing table with 32 work-
piece positions was used for the experiments. The indexing table (Figure 3.b) is designed spe-
cifically for Switch Mode Power Supply (SMPS) transformer coil to handle the pick and place 
task for soldering operations. 

The approach we took for the fulfillment of the vision system to identify objects with dif-
ferent arrangements on the indexing table was based on the implementation of image classifi-
cation using deep learning. The CNN image classifier allows us to detect the objects on the 
indexing table for further robotic operations. The image classification model we built using 
Python and Keras, takes an input (i.e. image) and outputs a class, which in our case the labels 
are “empty” and “filled”. This way, we can classify the given image of every single cell of 
indexing table using our trained model and predict whether there is a part on cell or not. In 
order to train our image classifier model, we built a dataset divided into two subsets of im-
ages: 
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• Empty: containing the images of empty cells (1000 samples, 28×28 images). 
• Filled: containing the images of filled cells (1000 samples, 28×28 images). 

 

  
(a) (b) 

Figure 3. Mounting RP on the robot (a); indexing table for SMPS transformer coils (b) 

The images were captured in various illumination conditions to build a rich dataset in or-
der to improve the generalization of the trained model. We designed feedforward neural net-
work architecture with backpropagation to train our model. The designed CNN network con-
sists of multiple layers including two convolutional layers, one dense hidden layer and the 
output layer with two labels. The training was carried out by RP and the trained model was 
stored on RP for later use in the application. 

In order to see the training performance 
of deep learning classifier model, the results 
are plotted as shown in Figure 3. As can be 
seen, the accuracy and loss parameters for 
training and validation converge during the 
training process, which implies that the model 
is well generalized and overfitting is handled 
properly. The network trained for 20 epochs 
and we achieved 98.91 % testing accuracy. 
For the training/testing split on data, we dedi-
cated 80 % of the images for training and the 
rest for testing. 

The trained classification model can be 
loaded in order to enable the application to 
detect parts. In the following, we explain the 
details of how the computer vision module 

works in the system. Figure. 5 illustrates the sequence diagram of the interaction between the 
different components of the system to accomplish pick and place task using computer vision. 

Once the trained CNN model is loaded, the image from the work cell is captured by the 
camera module. Next, the indexing table is extracted from the captured image using OpenCV 
edge detection functions such as Canny, Dilate and Erode. Then, we use OpenCV functions to 
loop over the indexing table image and crop the image of each cell to be examined by image 
classifier and predict the emptiness or fullness of cell. The results are stored in memory for 
further use by the robot. 

 

 
Figure 4. The plot of model accuracy/loss 

on training 
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Figure 5. Sequence diagram of system components interactions 

For each indexing table, the position of cells is stored in a CSV file using the UR5 pallet-
izing wizard. This file is loaded by application to be used for robot manipulation tasks. Next, 
according to the results achieved from the computer vision module, a list, containing the posi-
tion of filled cells is created that the robot should pick the part. Then, RP sends movement 
commands to robot regarding the created list. The operation continues until the robot reaches 
all the cells and performs the pick and place task. 
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RESULTS 

The vision system integrated with a robot was examined at Tampere University RobLab. 
In order to ensure the proper functioning of the designed system, several experiments were 
carried out with different arrangements of parts on the indexing table. Also, the tests were ful-
filled in different illumination conditions to test the performance of the system. The test re-
sults were satisfactory and the vision system detected the parts with 100 % accuracy. The per-
formance of the trained classifier was flawless because of having a rich dataset of images for 
the specific part (i.e. 2000 images in total). However, it should be noted that since there are 
many parts with different shapes and sizes, building the image dataset for all the parts would 
be a tedious and time-consuming process. Accordingly, an automated process to create the 
image dataset is in need to handle this issue. 

CONCLUSION 

In this paper, we discussed the necessity of allowing the SMEs to leverage the latest 
technologies in order to be able to compete with larger corporations. In this context, we ex-
plained that affordable robotic vision systems could contribute to SMEs’ productivity im-
provement significantly and help them to stay in the market. Moreover, we studied the state-
of-the-art technologies and tools in computer vision domain and their usage in robotics. We 
proposed an affordable solution using Raspberry Pi as a cheap and flexible computer, capable 
of handling the computational requirements of moderate deep learning applications, which is 
sufficient for SMEs manufacturing processes. The application was tested and results proved 
that RP is able to perform adequately for deep learning-based vision system. The proposed 
application is scalable, created for different use cases so that the pick and place task of various 
parts with different shapes and sizes can be handled. For the future phase of the research, we 
plan to implement the solution on other available affordable computers in the market and 
study the performance benchmarks of each device. Moreover, the implementation of the au-
tomated process to create image dataset for training the image classifier model will be taken 
into consideration. 
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Abstract. The paper presents the results of an experimental study of the effect of tensile stresses in the 
elastic and plastic regions on the velocities of longitudinal and transverse waves and the Poisson's ra-
tio for cylindrical samples of steel 40X with different heat treatment. A multiple mirror-shadow meth-
od with the use of specialized electromagnetic-acoustic transducers, which provides high accuracy and 
reliability of measurements due to detuning from the quality of the acoustic contact and the geometry 
of the sample, as well as the possibility of registering a series of multiple reflections across the sample 
section, is used. It is shown that the velocities of acoustic waves is minimal, and the Poisson's ratio is 
maximal for the sample obtained by quenching. The behavior of the curve of the transverse wave ve-
locity change is identical to the transverse deformation of the sample, while the sensitivity of the 
transverse waves to mechanical stresses is maximal due to the matching with the direction of the ap-
plied load. The greatest sensitivity to stress is characteristic of the samples after tempering and nor-
malization. After removal of the load and subsequent «recovery», there is an uneven distribution of 
the Poisson's ratio along the length of the sample. 

Keywords: ultrasound, transverse wave, longitudinal wave, tensile stresses 

INTRODUCTION 

During the exploitation, many products made of rolled bars, for example, pumping rods 
experience tensile loads, are affected by tensile stresses, the occurrence of which leads to the 
accumulation of damage and critically affects the life service of the product and its character-
istics. For testing the stress there are used strain state of products, as a rule, magnetic struc-
turoscopy [1-4] and ultrasonic methods based on the measurement of the characteristics of 
elastic waves in a tested environment [5-13]. The advantages of acoustic methods based on 
the measurement of the characteristics of elastic waves in a testing environment include the 
ability to determine surface and internal stresses, accumulation of micro-damage in the vol-
ume of the material; multiparameter of testing in favor of the variety of types of waves used 
and recorded parameters; efficiency of testing, high resolution capability and the ability to 
measure directly on the tested objects during operation. Due to the use of elastic waves, it is 
possible to obtain the most reliable connections with the structural and mechanical parameters 
of the materials of the products. The method of estimating tensile stresses is based on the 
phenomenon of acoustoelasticity, which is the quotient between the velocities of ultrasonic 
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waves and mechanical stresses. The method of acoustoelasticity is standardized as a method 
of testing of internal mechanical stresses and therefore differs significantly from diagnostic 
methods that use electromagnetic properties of metals. Also, the exploitation and technologi-
cal characteristics and deformation behavior of materials are influenced by the Poisson's ratio 
which associated with the strength and crack resistance and anisotropy of the mechanical 
properties of the rolled products [14–21]. 

The aim of the work is to study the effect of the tensile uniaxial load in the elastic and 
plastic areas, as well as study the effect on the velocity of longitudinal and transverse acoustic 
waves after loading cylindrical samples of steel 40KH and study Poisson's ratio. 

PROPOSED APPROACH 

As an object of research, there were used samples of 40KH-steel bars according to GOST 
4543-71, which used for the manufacture of critical parts of oil-producing equipment – rods-
billets of pumping rods and shafts of centrifugal pumps. To evaluate the effect of tensile 
stresses on the measured characteristics of acoustic waves, samples with a diameter of 14 mm 
in the state of delivery and subjected to additional heat treatment and mechanical properties of 
the studied samples are presented in the Table 1. The hardness of the samples was determined 
using the hardness tester Novotest T-UDZ. The chemical composition of 40KH steel samples 
was determined by using a portable analyzer of metals and alloys – XMET – 5000: C – 0.4, 
Cr – 0.8, Si – 0.2, Mn – 0.5. 

 
Table 1. Heat treatment and reference mechanical properties of samples of 40KH-steel 

No Type of the heat treatment 
Stress limit,

σS, MPa  
Yield stress, 

σ0.2, MPa  
Elongation,  

δ, %  
Hardness

HB 

#1 Delivery condition: heat quenching 860°С, oil, 
tempering 650°С (improvment) 

850  730 19.0  306 

#2 Heat quenching, 850°С, oil 1400  1320  8.0  441 
#3 Heat quenching, tempering, 570°С  1050 960 17.0  335 

 
To determine the velocities of elastic waves, there was used multiple echo-pulse method 

with using electromagnetic acoustic (EMA) principle of launching-receiving of acoustic 
waves which provides high accuracy and reliability of measurements by detuning from the 
quality of the acoustic contact and the possibility of registering a series of multiple reflections 
across the sample section [22–24]. 

 

 
Figure 1. Sample form for investigations and marking for measurement after tensioning 

The samples were stretched progressively at intervals of 10 kN until the yield strength 
was reached by the Instron 300DX test machine. To study the velocities of volume waves, an 
electromagnetic-acoustic structurescope (SEMA) was used [23-25], which implements the 
mirror-shadow method on multiple reflections, the functional scheme of which is shown in 
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Figure 2,a. Polarization of the wave types which was used in the carried coordinate system is 
shown in Figure 2,b. The axial polarization of the transverse waves Uz corresponds to the di-
rection of loading, the radial polarization of the longitudinal waves Ur is oriented across the 
tensile load. Launching and receiving of longitudinal and transverse waves were produced in 
all radial directions along the cross section of the sample there were used specially developed 
EMA-converters of longitudinal and transverse waves of the split type presented in Figure 3 
[26]. For registration and further processing of the received series of multiple reflections the 
specialized software Prince [27] was used. Typical waveforms of a series of multiple reflec-
tions of the transverse wave along the rod diameter and selected fragments of pulses at 7 re-
flection without load and at a load of 1600 MPa, the fraction of the sample #2 are shown in 
Figure 4. 
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Figure 2. Sample loading and registration scheme (a), carried coordinate system  
and polarization of the waves used (b) 

 

 

Figure 3. Photo of detachable EMAT of longitudinal waves which is set in the centre of the sample  
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Figure 4. Typical oscillograms of a series of multiple reflections of a transverse wave  

along the rod diameter and pulses at 7 reflection without load and at a load of 1600 MPa 

The velocities of transverse and longitudinal waves were calculated using the following 
formulas: 

 , ,l t
n

d nC
t
⋅

=
Δ

 (1) 

where d is the average diameter of the sample at each loading step, Δtn is the time of the n-th 
reflected pulse in the transverse t and longitudinal l waveforms. 

The influence of the number of recorded reflections n on the difference of received tense 
Δtn is illustrated in Figure 5. There is a close to linear dependence, in fact the minimum devia-
tions are in the zone of large values n. Significant deviations in the region of small n are due 
to the influence of a powerful probing pulse on the measurement accuracy. 
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Figure 5. Graph of the dependence between the number of reflections  
and the time difference between them 

Due to the high sampling rate of the used equipment (100 MHz), the subsequent interpo-
lation of the signal is produced by using specialized software, as well as due to the possibility 
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of measurements on long-range reflections, high accuracy of determining the speed of propa-
gation of acoustic waves (0.5 m/s or 0.01%) with the accuracy of determining the diameter of 
the sample 50 microns. 

The degree of influence of mechanical tensile stresses on the speed of transverse and lon-
gitudinal waves can be estimated by the coefficients of acoustoelastic coupling, calculated by 
the formulas: 

 
0

,c t
zz

t zz

C
C

Δ
β =

⋅σ
 (2) 

 
0

,c l
zr

l zz

C
C

Δ
β =

⋅σ
 (3) 

where ΔCl,t/Cl,t(0) is the relative velocity change under loading, σzz is the applied load. 
In the evaluation of the elastic modulus (Poisson’s ratio ν) its functional connection is 

used with the propagation velocity of volumetric (longitudinal and transverse) waves. When 
a sample is emitted in one section using longitudinal and transverse waves, it is possible to 
determine the Poisson's ratio regardless of the sample diameter [19]: 

 
( ) ( )

2 2 2

2 22 2

1 2 ,
2 12

l t

l t
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− − γ
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where 
2 2

2
2 2
t l

l t

C t
C t

Δ
γ = =

Δ
 – is the ratio of the velocities of the transverse and longitudinal 

waves, proportional to the ratio of their time propagation. 
The proposed method of determining the Poisson's ratio by measuring the difference be-

tween the travel times of two types of waves in one section allows to adjust from a number of 
interfering factors that occur when measuring the absolute values of velocities. Calculations 
show that the indirect error of the absolute value of the Poisson's ratio does not exceed 0.01 % 
(that is, up to the fifth significant digit after the decimal point). 

RESULTS AND DISCUSSION 

The values of longitudinal and transverse wave velocities and Poisson's ratio in 40KH 
steel samples with different heat treatment options are presented in Table 2. For the sample #2 
obtained by quenching, having a martensite structure with a maximum degree of distortion of 
the crystal lattice, the propagation velocity of longitudinal and transverse waves is minimal, 
and the Poisson's ratio describing the resistance to transverse deformations is maximal. Sub-
sequent tempering (sample #3), and especially softening treatments such as normalization 
(sample #1), leading to the most equilibrium ferrite-pearlite structures lead to an increase in 
the velocity of ultrasonic waves and a decrease in the Poisson's ratio. 
 

Table 2. Longitudinal and transverse wave velocities and Poisson's ratio in the samples under study  
before loading 

Sample number Cl, m/s Ct, m/s ν 
#1 5940 3251 0.286 
#2 5881 3193 0.291 
#3 5918 3232 0.287 
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It should be noted that the mechanical properties - hardness, strength and yield strength, 
elongation (Table 1) also correspond to the structural state of the samples and satisfactorily 
correlate with the propagation velocities of transverse and longitudinal waves. The wave 
speed decreases with increasing strength and fluidity, hardness of the bars and increases with 
increasing plasticity, elongation.  

The effect of axial tensile stresses on the change in the mean diameter and the relative 
value of the transverse wave velocities for the samples are illustrated in Figure 6. With in-
creasing tensile load there is a significant linear decrease in the velocity of transverse waves 
with axial polarization (along the direction of the load). The behavior of the transverse wave 
velocity change curve is identical to the transverse deformation of the sample. At the same 
time, the sensitivity of transverse waves to mechanical stresses is maximal due to the coinci-
dence with the direction of the applied load. The greatest sensitivity to stress is characteristic 
of samples #1 and #3. It should be noted that in the transition from the elastic deformation 
zone to the plastic deformation zone there is nonlinearity in the behavior of the curve, while 
the acoustoelasticity coefficients increase. The change in the velocity of radially polarized 
longitudinal waves is practically unchanged (within the measurement error). The values of 
acoustoelastic coefficients of transverse waves for the studied samples in the elastic and plas-
tic regions are summarized in Table 3. 
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Figure 6. Dependence of diameter of samples (a) and also their relative change of speed  

of a transverse wave (b) on loading 

Table 3. Acoustoelastic velocity coefficients for transverse wave β,1/TPa 
For 

Sample number 
Elastic deformation area Yield area 

#1 –6.2 –7.6 
#2 –2.2 –6 
#3 –5.8 –10,6 

 
Table 4 presents the results of measuring the diameters and velocities of the volume 

waves at the time of full unloading and some time after the tensile experiment (the process of 
“recovery” of the sample). There is a slight increase in the diameter for the samples #1 and #2 
(within 0.07 %) with an unexpressed yield point in the region. For the sample #3 with a 
strongly marked yield point, the largest increase in diameter (within 0.5 %) is observed due to 
stress relief during the “recovery”. Note that the velocities of the longitudinal waves do not 
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change significantly (0.05–0.1%), while the change in the velocity of the transverse waves 
reaches 0.5 %, and the Poisson’s ratio is 1 % for the sample #2. 

The curves illustrating the change in the Poisson's ratio with increasing load and its de-
crease during unloading, as well as its distribution along the length of the studied samples af-
ter the process of “recovery” of the sample are shown in Figure 7. There is a linear increase in 
the Poisson's ratio with an increase in the tensile load, which is least expressed for the #2 
sample obtained by quenching, and more expressed for the #1 and #3 samples after normali-
zation and high tempering. 

It should be noted that the distribution of the Poisson’s ratio along the length of the sam-
ple after removal of the load and subsequent “recovery” is sufficiently uneven and reaches 
0.5 % for the hardened sample #2 and 0.35 % for samples #1 and #3. The latter indicates a 
significant uneven distribution of the stress-strain state, especially under plastic deformation. 

 
Table 4. Diameters, velocities of volume waves and Poisson’s ratios of the studied samples  

after load removal and after “recovery” 
at the end of tensioning after “recovery” 

Sample number 
d, mm Cl, m/s Ct, m/s ν d, mm Cl, m/s Ct, m/s ν 

#1 14.01 5934 3250 0.286 14.02 5937 3251 0.286 
#2 14.00 5880 3183 0.293 14.01 5885 3200 0.290 
#3 13.88 5904 3224 0.287 13.95 5910 3235 0.286 
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Figure 7. The dependence of the Poisson’s ratio on the load (a) and its distribution  
along the length of the test sample after loading (b) 

RESULTS 

Thus, the developed non-contact EMAT-technology is a thin tool in evaluating the struc-
tural and stress-strain state of the bar. The conducted studies have shown the possibility of 
using the following structural-sensitive factors for the structuroscopy and evaluation of the 
stress-strain state of steel bars: absolute values of longitudinal and transverse velocities and 
Poisson's ratio, their change in the process of mechanical loading, and uneven distribution 
along the length of the sample and acoustoelastic velocity coefficients. 

Due to the detuning from the quality of the acoustic contact and the possibility of obtain-
ing a series of multiple reflections, high accuracy, reproducibility and reliability of acoustic 
structure detection methods are ensured. 

It is shown that depending on the type of heat treatment, the velocities of transverse 
waves vary in the range of 1 %, longitudinal waves – 2 %, and the Poisson’s ratio – 1.7 %. 
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The acoustoelasticity coefficients for transverse wave velocity for the sample in the quenched 
state were −5.8 1/TPa in the elastic deformation region and −10.6 1/TPa in the yield region. 

This work was carried out under the State Task of the Ministry of Education and Science of Russian Fed-
eration for Kalashnikov Izhevsk State Technical University in 2017–2019 “Organization of Scientific Investiga-
tions”(Project No. 5705.2017/VU), and under the project implemented with funding from FSBEI of Higher Edu-
cation Kalashnikov ISTU (Project No. 12.06.01.18 MOV), using Universal Scientific Unit “Information-
measuring complex for evaluation acoustic properties of materials and products” (reg. No. 586308). 
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Abstract. The article presents studies of the propagation velocity of the symmetric Lamb wave in 
a pipe with a diameter of 247 mm and a wall thickness of 8.4 mm. Studies include finite element 
modeling of the wave propagation process and an experiment using piezoelectric transducers with dry 
point contact based on sounding 600 mm of pipe at a frequency of 50 kHz. Plots of displacement 
components at wave propagation in the axial and circumferential directions are obtained, which show 
the prevalence of the longitudinal component over the vertical shear component from 6 to 30 times. 
The difference in the wave velocity at its propagation in the axial and circumferential directions was 
established, which amounted to 290 m/s. The simulation results are in satisfactory agreement with the 
experimental data. 

Keywords: Lamb wave, hollow cylinder, wave velocity, finite element method, dry point contact, 
guided wave testing, geometric dispersion. 

INTRODUCTION 

In acoustic waveguide testing, guided waves propagating along the products are used: 
Pochhammer, Lamb, SH-waves [1–9]. Typically, these types of waves used in the low fre-
quency range, are capable of traveling up to 200 m from the point of excitation, and do not 
require scanning [5, 9]. Linearly extended objects (rails, rods, pipes, etc.) [1–6] and flat prod-
ucts limited by the environment (plates, sheets, films, etc.) [9–13] can be used as testing 
products. 

From literary sources [5, 8, 9] it is known that from the fundamental modes of guided 
waves, the symmetric Lamb wave has one and a half times less attenuation compared to the 
SH wave and three times as compared to the antisymmetric Lamb wave. In addition, the use 
of the symmetric Lamb wave makes it possible to detect longitudinally oriented defects whose 
dimensions are comparable to the wavelength, and in the case of using the multiple reflection 
method, with dimensions by an order of magnitude less than the wavelength. Nevertheless, 
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the symmetrical Lamb wave is less sensitive to defects in comparison with other types of 
waves at a given frequency [1–5, 8]. 

As a rule, Lamb waves are used in the frequency range with a low dispersion of the ex-
cited mode. For this, dispersion curves are calculated for the modes of the desired wave types 
using specialized software [5, 9, 11, 13–15]. Accounting for velocity dispersion allows to de-
cipher the patterns of received signals, conduct thickness measurement of the studied products 
and limit the frequency range at nondestructive testing. The most commonly used modes for 
flaw detection of pipelines and plates, S0 and L(0,2) in the region of minimal dispersion, al-
low detecting corrosion defects, cracks, dents, etc. [10–14, 16, 17] 

It is known that the main quantities that determine the dispersion of velocity are the geo-
metric dimensions of the product, properties and parameters of the material structure [9]. Giv-
en the uniformity of these properties, the velocity can be calculated quite accurately using 
dispersion curves. Inhomogeneity in the geometry and properties of the material [18–19] as 
well as defects lead to an additional change in the propagation velocity of guided waves. As 
such an inhomogeneity, the cylindrical surface of a hollow cylinder can be considered as a 
special case of a plate with a curved surface, and the phenomenon of a change in velocity on 
geometric inhomogeneities is called geometric dispersion. 

The main studies in the field of guided wave propagation are related to the influence of 
bends and complex pipe geometry [15, 20], alternative methods of wave excitation and recep-
tion [16, 21–23], their use in tomography systems [17, 24], development of systems for exci-
tation and receiving waves in circumferential direction of the pipe [16, 22–23, 25–28], the 
possibilities of increasing sensitivity due to wave focusing technique [7, 29], the influence of 
defects on mode conversion [14, 23, 27], the possibilities of implementing excitation and re-
ception of various modes and types of waves [29–33]. In most works, with the exception of 
Viktorov's works for a surface wave [34], there is no information on the difference in the 
propagation velocity of guided waves in the axial and circumferential directions on a cylindri-
cal surface, which can be significant for a small diameter and a large wall thickness of pipe. 

The article presents studies of the geometric dispersion of the propagation velocity of the 
symmetric Lamb wave in a hollow steel cylinder with an external diameter of 247 mm and 
a wall thickness of 8.4 mm at a frequency of 200 kHz and a sounding base of 300 mm. 

DISPERSION CURVES 

The main characteristic of guided waves is the velocity dispersion, which can be calcu-
lated using the Pochhammer-Chree dispersion equations. Figure 1 shows the dispersion 
curves calculated for a plate and a hollow cylinder in the Elastic Waveguide Tracer software 
product. As input parameters for the calculation, the geometric dimensions of the products 
(plate and pipe), its elastic and physical properties, presented in table 1, were used. 

From the presented dependences, one can establish the existence of lower symmetric S0, 
S1 and antisymmetric A0, A1 modes of the Lamb wave and the horizontally polarized shear 
wave SH0 in the frequency range up to 300 kHz. In the hollow cylinder at the same frequen-
cies, there must exist longitudinal L(0,1), L(0,2), flexural F(1,m), F(n,1) and torsional T(0,1) 
waves. 

At the operating frequency of 50 kHz of the transducer used in this work, fundamental 
symmetric S0, antisymmetric A0 Lamb wave, and the horizontally polarized shear wave SH0 
are excited. In this case, longitudinal L(0,1), L(0,2), flexural F(1,m), F(n,1) and torsional 
T(0,1) waves are excited in the pipe, the velocity of which is comparable to the velocity of the 
Lamb waves and the SH-wave. The calculated velocities for these modes are presented in ta-
ble 2. 
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To excite the symmetric Lamb wave, one main component of the displacements is re-
quired, which is directed along the wave propagation, while a horizontally polarized shear 
wave will propagate in the perpendicular direction and possessing all three components of the 
antisymmetric Lamb wave will propagate in all directions. 
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Figure 1. Dispersion curves of group velocities in a steel plate (a) and an steel hollow cylinder (b): S – 
symmetrical mode of Lamb wave, A – antisymmetrical mode of Lamb wave, SH – horizontally polarized shear 
wave, L – longitudinal wave, F – flexural wave, T – torsional wave  

Table 1. Geometric and material properties 
Parameter Value Dimension Parameter Value Dimension 

External radius 123.5 mm Shear modulus, G 82 GPa 
Wall thickness 8.4 mm Poisson’s ratio, η 0.28 – 
Internal radius 115.1 mm Shear wave velocity, С 3232 m/s 
Young’s modulus, E 210 GPa Density, ρ 7850 kg/m3 
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Table 2. Group velocities at the frequency of 50 kHz 
Mode in plate Group velocity (m/s) Mode in pipe Group velocity (m/s) 

A0 2825 F(1,1), F(1,2), F(1,3) 2778, 5300, 3218 
S0 5365 L(0,1), L(0,2) 2785, 5362 

SH0 3242 T(0,1) 3232 

FINITE ELEMENT PREDICTION 

The model for studying the propagation of the symmetric Lamb wave (Figure 2) included 
a pipe section with length of 1 m, an external diameter of 246.7 mm and an average wall 
thickness of 8.4 mm. The geometric parameters, as well as the elastic and physical properties 
of the pipe material are presented in table 3. 

 

 

Figure 2. 3D model of the pipe (a), finite element mesh (b) and locations of registrations points (c): 
pipe length 1.0 m, point of application of tangential force is located at a distance of 0.2 m from the 
pipe end 

Table 3. Model parameters and properties 
Parameter Value Dimension Parameter Value Dimension

Poisson’s ratio, η 0.281 – External diameter  
of cylinder, Dext 

246.7 mm 

Shear wave velocity, С 3250 m/s Internal diameter  
of cylinder, Dint 

229.9 mm 

Density, ρ 7850 kg/m3 Cylinder length, L 1000 mm 
Shear modulus, G ρC2 = 82.9 GPa Frequency, f 50 kHz 
Young’s modulus, E 2G(1 + η) = 212.4 GPa Time step, Δt 100 ns 

 
The boundary condition Point Load was applied at a distance of 200 mm from the pipe 

end at a point on the external cylindrical surface in the form of a tangential force action, the 
direction of which was specified in two ways: in the axial and circumferential directions. The 
shape of tangential force is shown in Figure 3. 

Elastic oscillations were recorded at a distance of 600 mm from the point of excitation at 
angles of 0-360 degrees in increments of 1 degree relative to the generatrix of the pipe, taking 

Amount of finite elements
in radial direction 4
in circumferential direction 180
in axial direction 250

Total elements
966 589

External diameter
247 mm

Wall thickness
8.4 mm

Point of wave excitation
and direction of tangential
forces for two cases of 
simulation

Pipe length
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Registration points 
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wave propagation
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wave propagation

Propagation
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600 mm
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into account displacements corresponding to the wave oscillation plot. As an example, Figure 4 
shows the recorded oscillations when the wave propagation path deviates from the generatrix 
of the pipe by 20 degrees. The result shows the signals of the direct symmetric Lamb wave 
and reflected from the pipe end, merging with the through signal of the symmetric Lamb 
wave, and the through signal of the horizontally polarized shear wave. 
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Figure 3. Pulse of the tangential force action and the shape of the elastic displacements pulse  

(calculated in the program): arrows indicate the correspondence of the graphs to the axes 
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Figure 4. The signal received at a point at a distance of 600 mm from the excitation point  

when the wave propagation path deviates from the generatrix of the pipe by 20 degrees 

The model was divided into finite elements based on the criterion of the minimum num-
ber of elements per wavelength necessary to obtain a satisfactory simulation result, which 
should be at least 4. Thus, taking into account the calculated value of the propagation velocity 
of the symmetric Lamb wave, the maximum size of the finite elements was 4 mm, and their 
total number according to the results of meshing is 966 589. 

The time step was selected based on the Courant-Friedrichs-Levy criterion with a pa-
rameter for solving the wave equations of 0.1 and amounted to 20 ns. Thus, taking into ac-
count the distance traveled by the wave, the total number of iteration steps in time was 
3076. 

The simulation results in the form of a distribution of the axial component of displace-
ments at a time of 50 μs and then with a step of 50 μs are presented in Figure 5. The distribu-
tions also show a symmetric Lamb wave and the SH wave propagating in mutually perpen-
dicular directions. 
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The directions of displacements in the symmetric Lamb wave at its propagation in the 
axial and circumferential directions are presented in Figure 6 and Figure 7, respectively. In 
addition to the main axial component, the wave has a radial component that reaches its max-
imum at the moment of the change of the oscillation phase. A similar character of the oscil-
lations is observed on the displacement diagrams (Figure 8) obtained at the moment of max-
imum displacements in the wave, at the moment of the phase change of the oscillations, and 
the average value of the displacements over the wave period. In this case, the ratio of the 
longitudinal component of the displacements to the vertical shear component is the greater, 
the closer the wave propagation path to the generatrix of the pipe, which varies from 6 to 
30. 
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Figure 5. Distribution of displacements on the surface of the pipe at different points in time, t = 50 μs 
(a), t = 100 μs (b), t = 150 μs (c), t = 200 μs (d), t = 250 μs (e), t = 300 μs (f): light wave graduation is 
used, the dark blue color corresponds to the maximum negative displacements, the dark red corre-
sponds to the maximum positive displacements (approximately 50 pm) 
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Figure 6. Longitudinal sectional distribution of displacements near the registration point at different 
points in time, t = 141.5 μs (corresponds to the beginning of the pulse), t = 154.7 μs (a half period of 
the pulse), t = 164.8 μs (the whole period of the pulse): light wave graduation is used, the dark blue 
color corresponds to the maximum negative displacements, the dark red corresponds to the maximum 
positive displacements (approximately 50 pm)  

 
Figure 7. Cross sectional distribution of displacements near the left side of the pipe at different points 
in time, t = 66.3 μs (corresponds to the beginning of the pulse), t = 76.2 μs (a half period of the pulse), 
t = 88.6 μs (the whole period of the pulse): light wave graduation is used, the dark blue color corre-
sponds to the maximum negative displacements, the dark red corresponds to the maximum positive 
displacements (approximately 50 pm) 
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Figure 8. Displacement diagrams in cross section (a, b, c) and longitudinal section (d, e, f) at maxi-
mum displacements (a, d) at changing the phase of the oscillations (b,e) and at average displacements 
(c, f) 

EXPERIMENTAL SETUP 

To confirm the simulation results, an experiment was performed and conducted. The ex-
perimental setup is similar to that described in [35] and is shown in Figure 9. The setup in-
cludes a pipe, two low-frequency piezoelectric transducers with a dry point contact for study-
ing the wave propagation velocity, a high-frequency piezoelectric transducer for thickness 
measurement, and a DIO-1000 ultrasonic flaw detector. The symmetric Lamb wave was ex-
cited at a frequency of 50 kHz by a piezoelectric transducer with a dry point contact at a dis-
tance of 200 mm from the pipe end from the outer cylindrical surface of the pipe and was re-
ceived by a second similar transducer at a distance of 600 mm from the excitation point at an-
gles of deviation of the wave propagation path from the pipe generatrix 0-180 degrees in 
increments of 1 degree. The wave was excited and received mainly due to shear stresses di-
rected along its propagation and provided by the orientation of the transducers. Excitation was 
carried out on both sides of the pipe ends. 

In addition to the wave propagation velocity, the pipe wall thickness was measured ac-
cording to the scheme shown in Figure 9b. To do this, it is used a transducer at a frequency of 
5 MHz, which was installed on the outer cylindrical surface of the pipe at 234 points with 
a step along the generatrix of 50 mm and an envelope of 20 degrees (approximately 43 mm). 
For increased accuracy, the pipe wall thickness was calculated from the fifth bottom echo 
pulse. 
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Figure 9. The experimental setup: for measuring the propagation velocity  

of the symmetric Lamb wave (a), for measuring the wall thickness (b) 

RESULTS AND DISCUSSION 

The results of measuring the wall thickness of the pipe are presented in Figure 10. In the 
presented distribution there is a section of heterogeneity along the wall thickness, indicating 
the presence of a longitudinal weld. The remaining values have small deviations within 0.15 
mm from the average value of the pipe wall thickness, which amounted to 8.43 mm. The total 
measurement error of the pipe wall thickness was 0.02 mm. 

Figure 11 shows the dependences of the propagation velocity of the symmetric Lamb 
wave on the angle of deviation of the wave propagation path in the polar coordinate system. 
For clarity, the influence on the wave propagation velocity in the figures also shows maps of 
the distribution of the pipe wall thickness. The dependency graphs are characterized by an in-
crease in values in the circumferential direction (90 and 270 degrees), reaching 5615 m/s, 
which is 250 m/s more than the calculated theoretical velocity values without taking into ac-
count geometric anisotropy. In the direction along the generatrix, the average value of the ve-
locity within 20 degrees does not differ from the theoretical one and is equal to the propaga-
tion velocity in the plate. Further, with an increase in the angle by 1 degree, the velocity in-
creases by 2.5 m/s to 80 degrees. Thus, the velocity of the symmetric Lamb wave varies from 
5325 to 5615 m/s with a total range of 290 m/s. 

The spikes in the graph in velocity are related to the inaccurate arrangement of the trans-
ducer, the quality of the acoustic contact, the unevenness in the wall thickness and the hetero-
geneity of the properties of the pipe material. Taking these factors into account, the total ve-
locity calculation error was 20 m/s. 

In the range of angles of deviation of the wave propagation path from the generatrix of 
the pipe by 20 degrees, a maximum in wave propagation velocity is observed, which exceeds 
the average velocity by 20 m/s and is associated with the presence of bulge in the studied sec-
tion of the pipe. 
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Figure 10. Results of thickness measurement: solid lines indicate the lines of the contour with the 
same value of the wall thickness; the dashed line corresponds to the location of the transducer for 
measuring the propagation velocity of the symmetric Lamb wave 

CONCLUSIONS 

Thus, according to the results of studies of the propagation of the symmetric Lamb wave 
in a hollow cylinder, the following conclusions can be drawn. 

• The velocity of the wave depends on the direction of its propagation (the phenomenon 
of geometric dispersion): in the circumferential direction, the velocity is greater than in the 
direction along the generatrix and for a pipe with a diameter of 247 mm, the velocity differ-
ence is 290 m/s. 

• The pipe wall thickness affects the wave propagation velocity: the smaller the wall 
thickness, the lower the velocity. 

• The ratio of the longitudinal displacement component to the vertical shear is greater, 
the closer the wave propagation path to the pipe generatrix, which can increase up to 5 times. 

• Simulation results are in satisfactory agreement with experimental data. 
The study results can be used to create and develop methods for monitoring the residual 

thickness of the pipe wall, taking into account the phenomenon of geometric dispersion in fo-
cusing algorithms, and analyzing and calculating the coordinates of a defect at guided wave 
testing. 
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Figure 11. Dependence of symmetric Lamb wave on direction of the propagation in the hollow steel 
cylinder: left black scale (wave velocity) refers to experimental result, finite element prediction, and 
theoretical value; right gray scale (propagation distance) refers to wall thickness 
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Abstract. The article presents a description of a general approach to solving a class of design for net-
work tasks supporting the activities of small and medium-sized companies based on modeling their 
business processes. Optimization of the infocommunication platform is formulated as a linear pro-
gramming problem. The interpretation of the parameters of the optimization model and their relation-
ship with the company's business processes and the characteristics of the infocommunication platform 
are given. An interpretation of the linear programming problem of the infocommunication platform is 
given as an optimization task in predicting changes in the input factors of the constructed model. 

Keywords: business process, business function, infocommunication platform, linear programming, de-
sign for network, network optimization 

INTRODUCTION 

Network design to support the activities of small and medium-sized companies has prob-
lem with finding the optimal ratio of attracted resources of computing and telecommunication 
networks and systems, software and applied cloud services. The problem is the need to deter-
mine a large number of basic properties and functionalities, such as the architecture and struc-
ture of the network, the list of supported services, the procedure for collecting, storing and 
processing user data, bandwidth of communication channels, methods of operation and man-
agement, economic indicators, etc. [1, 11-20]. It is also necessary to consider business devel-
opment forecasts and trends in changing information and communication technologies used to 
solve the company's daily tasks. At present, expert assessments are mainly used for designing 
networks of small and medium-sized companies. The fact is that the task of designing info-
communications does not have a strict formalization, and this does not allow using the 
mathematical techniques to optimize systems and processes. This paper presents an approach 
to formalizing the problem of infocommunication designing to support the activities of small 
and medium-sized companies based on a linear programming mathematical techniques. 
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OPTIMIZATION PROBLEM 

The task of selecting the above basic properties and functionality of infocommunication 
platforms can be solved as a result of multiparameter optimization by the criterion of the ef-
fective implementation of the company's business processes by the designed platform taking 
into account business development  and telecommunication technologies forecast. 

Correct formulation of a common optimization problem needs the definition of the fol-
lowing elements: [6-10]. 

- input factor set: 
 1 2, , , ,mx x x= …X  (1) 

their values can be measured, but cannot be changed for management and optimization pur-
poses; 

- set of disturbing factors: 
 1 2, , , ,s= ξ ξ … ξΞ  (2) 

they randomly change over time and affect the state of a system or process, but cannot be 
measured directly; 

- driving factor set: 
 1 2, , , ,nu u u= …U  (4) 

they change during the optimization process, which is why the optimization goal is achieved; 
- set of output parameters (state parameters): 

 1 2, , , ,ny y y= …Y  (5) 

they characterize the state of the system or process under consideration with the cumulative 
effect of input, disturbing and driving factors; 

- optimality criterion (objective function): 

 ( ), , , ,R f= X Y UΞ  (6) 

finding its extremum with varying driving factors U  is the ultimate goal of solving the opti-
mization task; 

- allowable set of driving factors 

 ( ){ }, 1, , ,n
i ig x i m= ≤ = … ∈G U U  (7) 

it is given by a set of limiting inequalities ( ).ig U  
Determining the composition and setting these elements for a specific infocommunication 

platform is a problem of formalizing the optimization task. For its successful solution, it is 
necessary to find an acceptable interpretation of the factors, parameters and objective function 
of the optimization task on the basis the information and communication platform is opti-
mized by the criterion of the effective implementation of the company's business processes by 
the designed platform taking into account business development and telecommunication tech-
nologies forecast. 

NETWORK OPTIMIZATION 

The infocommunication platform of a small or medium-sized enterprise is designed to 
support the following basic functions: [2, 3]. 
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- customer management; 
- management of activities; 
- resource management; 
- management of financial flows. 
They are user-oriented infocommunication platform services. To implement them, it is 

necessary to develop business processes that determine the order of implementation and inter-
action of basic functions, and to design a support these business processes infocommunication 
platform. 

Because the purpose of any infocommunication platform is to support the company’s 
business processes, the solution of the network design task should begin with a description of 
the organization’s business processes. [4]. 

The activities of a small or medium-sized company can often be described by a single 
business process, which is a set of business process structure business functions. The business 
functions and the relations between them determine the set of input factors ,X  and the results 
of the implementation of the business process, that are the set of output parameters ,Y  for the 
problem of optimal design of the infocommunication platform. 

Must be define the following elements for designing business processes: [3]. 
1) Business functions that describe the actions of a business process. They are the input 

factors of the optimization model. It is necessary to take into account those business functions 
that require information and communication support for their implementation. Input factors 
for business functions is the data value that must be processed by the infocommunication plat-
form during the implementation of these business functions, in the formation of limiting ine-
qualities ( ).ig U  Arguments of inequalities ( )ig U  are the intensity of use of information and 
communication platform technologies in the implementation of relevant business functions, 
and the inequality coefficients are the norms of using company resources in the implementa-
tion of business functions. 

2) The defining moments of the launch and the results of business functions inbound and 
outbound events. They are the input factors of the optimization model. Since define the call 
flows and the intensity of the use of business functions it suffices to take into account only 
incoming events. To describe the incoming flows in the compilation of limiting inequalities 

( ) ,ig U  we will use the intensity of the call flow ψ [5], defined as the mathematical expecta-
tion of the number of calls of the corresponding business function arriving per unit time. Each 
input factor is determined by its value of flow rate. It is necessary to take into account only 
independent flows of incoming calls when describing incoming factors of this type. Flows 
that arise as a result of the occurrence of other events are not independent and are not used in 
building an optimization model of the infocommunication platform. 

3) Representing input and output data Input and output documents are also the optimiza-
tion model input factors. The formation of each of the documents is accompanied by the gen-
eration of a certain amount of traffic that is not included in the final document. Therefore, 
when describing inequalities ( ) ,ig U  it is necessary to determine the average data volume of 
each document instance generated in the infocommunication platform, for each of the docu-
ment type optimization parameter that represents the input parameter. 

4) Representing the functional responsibilities of enterprise role employees. They are the 
input factors of the optimization model. The roles of employees are determined by the scope 
of the company. Roles are included in inequalities ( )ig U  as the number of employees of the 
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respective roles, and the coefficients of these inequalities determine the intensity of use by 
employees of infocommunication technologies. 

5) Resources that are used to complete the business process. Are the input factors of the 
optimization model as well. The input factors of this type include various types of material 
and financial resources that are used to implement the business process. In inequalities ( )ig U  
in the allowable amount of attraction of these resources are limited. 

6) Used to quantify the metrics of the implementation of a business process metrics, for 
example, the required number of customers, annual turnover, etc. Represent a set of output 
parameters of the optimization model .Y  Output parameters are used to take into account the 
development trends of the company when solving the task of planning the development of the 
infocommunication platform. It is necessary to use only a set of independent metrics when 
determining output parameters, i.e. have no functional or statistical relationships between the 
metrics. 

An introduction to the model of disturbing factors Ξ  is possible when specifying the op-
timization task of the information and communication platform. Their use makes sense only 
with relatively large variations of the input factors and output parameters of the optimization 
model and the stochastic processes used to build the model. 

The infocommunication platform for supporting small and medium-sized companies in 
general can contain the following components - office cloud and local services, network 
printers and scanners, e-mail, telephony and IP-telephony, video conferencing, data storage, 
information security subsystems, wireless and wired access networks , personal computers, 
cloud and local client management services, content management, video surveillance and se-
curity, accounting support, etc. 

Different combinations of these components can give different options for building an in-
focommunication platform, each of which represents its own controlling factor iu  from the 
set .U  Each of the driving factors iu  is a set of infocommunication platform components nec-
essary to obtain the corresponding metric from the set of output parameters .Y  It is necessary 
to determine the elements and technologies that should be used to obtain the target value of 
the metric iy  when building an optimization model. Numerical value iu  means the intensity 
of use of the corresponding set of infocommunication platform components. Variable factors 

iu  are set by a combination of components of the information and communication platform, 
providing a single intensity of their use, i.e. it is necessary to determine the used volume of 
technologies group iu  of the infocommunication platform that corresponds to a unit value of 
its metric .iy  

For the same output parameter ,iy  various combinations of components of the informa-
tion and communication platform can be used, i.e. different driving factors iu  may correspond 
to the same metric, which should be included in the general optimization model as independ-
ent elements representing independent options for building an infocommunication platform to 
achieve a given value of the corresponding metric 

Since for small and medium-sized companies the total effect from their activities is most 
interesting, the objective function R can be a linear weighted sum of the intensities of using 
sets of technologies ,iu  that ensure the achievement of the required values of the correspond-
ing metrics .iy  
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RESULTS 

The above procedure for formalizing the task of designing an infocommunication plat-
form to support the activities of small and medium-sized companies makes it possible to pre-
sent the task of finding the best option design for network as a linear programming task: 

It is required to find the values 1 2, , , nu u u…  delivering the minimum of the linear function: 

 ( ) 1 1 2 2, ,n nR f y u y u y u= = ⋅ + ⋅ +…+ ⋅Y U  (8) 

on a set of values 1 2, , , nu u u…  satisfying the constraints given by inequalities of the form:  

 
11 1 1 1

1 1

,

,

n n

m mn n m

a u a u x

a u a u x

⋅ +…+ ⋅ ≤
… … …

⋅ +…+ ⋅ ≤
 (9) 

iy  – means a set of company performance targets; ix  – resource support of the company's ac-
tivities for the implementation of business processes with given target indicators ;Y  iu  are 
the intensity of use of the set of components of the infocommunication platform to achieve the 
corresponding target indicators ;iy  ija  is the utilization rate of the resource ix  when imple-
menting the set of components of the infocommunication platform iu  of unit intensity; the 
objective function R shows the total intensity of the use of infocommunication resources used 
to achieve the specified target indicators .Y  

Minimization of the objective function R will provide an optimal supporting infocommu-
nication platform minimized by the intensity of its use. In turn, this will allow to determine 
the required amount of attracted resources of computing and telecommunication networks and 
systems, software and applied cloud services. 

The definition of the necessary resource support for the company, expressed by the set of 
input factors ,X  is carried out by rationing the performance of individual business functions 
when it is necessary to achieve the target indicators .Y  

Planning the development of a company’s business processes ultimately leads to setting 
target values for Y  target indicators and solving an optimization problem for these indicators.  

Accounting technological trends through the forecast for changing norms .ija  

CONCLUSIONS 

The proposed optimization model can be used to build an optimal infocommunication 
platform to support the activities of small and medium-sized companies, whose activities can 
be described by a single end-to-end business process, taking into account the company's de-
velopment plan and trends in changing infocommunication technologies. The application of 
the proposed model involves the localization of tasks for a particular company and the defini-
tion of specific indicators of the model. As a result of solving the optimization task, an info-
communication network will be obtained with the minimum amount of hardware and software 
required for achieving the planned performance of the company, necessary for the implemen-
tation of the infocommunication platform with the required set of infocommunication re-
sources. 
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Abstract. The paper discusses robot drives diagnostics and optimal decision-making algorithm accord-
ing to the identifiability criterion based on discrete digital control model. We consider discrete control 
algorithm for quality criterion that minimizes the energy of control and displacement. The optimal 
control algorithm is based on the Riccati equation solving for control system with modified state and 
control matrices. The criteria of observability, controllability and identifiability of robot drives are 
considered as rank function of the extended matrix with measurement matrix. An algorithm is pro-
posed for calculating the criterion for identifiability of nonlinear control system in discrete lineariza-
tion variant is proposed. Decision theory is applied for the robot drives diagnosis. It is suggested or we 
suggest to use identification in terms of mathematical model compliance to object operation results. 
A robot drives control using discrete vector-matrix algorithm involves calculating the state matrix at 
each step. Consequently, the expanded matrix determinant is calculated at each step and is compared 
with some constant that numerically divides the space of state matrices. Therefore, robot drives opera-
tion allows its identification. As the identification algorithm optimality criterion was chosen the opti-
mal decision making criterion in combination with the identifiability criterion for the optimal control 
algorithm by the quadratic form criterion minimum. The vector-matrix model of robot drives in the 
state space is presented, taking into relative account state measuring accuracy of the information-
measuring subsystem of robot drives. The drive model was developed in the Russian software pack-
age “Dynamic Simulation of Technical Systems SimInTech”. It proposed to determine the identifi-
ability criterion for practical tasks. The criterion of optimal decision making (threshold) can be chosen 
depending on the a priori data on the loss matrix and the probabilities of the hypothesis about the ob-
ject mathematical model correspondence to the results of operation and the alternative - not about the 
correspondence of the model and experiment. In this paper, the identifiability conditions are consid-
ered not only in relation to the rank of the extended matrix [C, AC, ...], but also as a condition for en-
suring the accuracy of the model with respect to the object. It is proposed to model the identifiability 
threshold by exhaustive search of the object states for this model. 

Keywords: identification, diagnostics, robot drives, state space, discrete model, optimal algorithm, 
Riccati equation, Cauchy matrix, Bayes criterion 

INTRODUCTION 

A robot drives work in extreme conditions. An effective diagnostic system is required to 
provide for high reliability robot drives. An optimal algorithm is proposed for deciding on ro-
bot drives identifiability, based on discrete digital control model. The diagnostic process de-
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termines the adequacy of the model applicability to the object. The algorithm is based on cal-
culating the value of the identifiability criterion for discrete non-linear model of robot drives 
in the state space. 

The identification method in the state space has been actively developing over the past 
two decades. P. Eykhoff is one of the first who performed the theoretical identification justifi-
cation, as well as developed algorithms and methods of identification [1, 2]. The works of the 
following authors are devoted to the dynamic systems identification research: D. Graupe [3], 
L. Ljung [4], E. P. Sage and J. L. Melsa [5, 6], and among Russian authors – Ya. Z. Tsypkin 
[7], N. S. Rybman [8], S. E. Steinberg [9] and others. 

R. V. Beard developed a scheme for detecting defects based on observers [10]. 
H. L. Jones continued these studies and developed the Beard-Jones Fault Detection Filter 
[11]. In the 1980s and early 1990s, the main approaches of quantitative diagnostics were de-
veloped: an observer-based approach, a parameter estimation method, etc. Some important 
study in this direction are works of P. M. Frank [12], R. Isermann [13, 14]. Theoretically 
well-substantiated developed techniques are classic diagnostic methods. These techniques are 
based on analytical redundancy, which is a model describing the diagnosed technical system. 

SETTING THE RESEARCH TASK 

A robot drives are represented by nonlinear differential control and observation equations 
in the state space. 
 ( ) ( ) ( ) ( ) ,t t t t= +x A x B u  (1) 

,k k k=y C x  

where ( )tA  is a functional matrix of size n×n, called the matrix of the system (object) state; 

( )tB  is a functional matrix of size n×r, called the control (input) matrix; ( )tC  is a functional 
matrix of size m×n, called the state exit matrix or measurement matrix. 

In general, when at least one of the matrix ( ) ,tA  ( ) ,tB  ( )tC  is time dependent, the task 
is nonlinear and has only particular solutions. 

To find the state equation, we represent equations (1) in a discrete form, the discretization 
time Δt tends to zero, and the trajectory on each discrete segment is linear. We write equations 
(1) in the form 

1 ,k k
k k k kt

+ −
= +

Δ
x x A x B u  

 ,k k k=y C x  (2) 

Multiply the left and right sides of the first equation (2) by Δt, we get 

 1 ,k k k k k+ = +x A x B u  (3) 

where ,k t= Δ +A A E  .k kt= ΔB B  
This equation relates the transition of the system from the state kx  to the state 1.k +x  On 

the segment Δt, we take the values of the matrices ,kA  ,kB  and kC  to be constant. Find the 
solution to equation (3). For convenience, we will remove the “wavy line” sign in subsequent 
entries. 
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The quadratic quality functional determining the control and displacement energy is ex-
pressed as follows 

 ( )
0

T T1 ,
2

ft

t

I dt= +∫ x Qx u Gu  (4) 

where Q ≥ 0 and G > 0 are arbitrarily defined matrices. 
The equation solution (1) for the quality criterion (4), which minimizes the energy of con-

trol and displacement. It is determined by the following expression [15, 16]. 

 1 T ,−= −u G B Kx   

 1 ,−= −x C y  (5) 

where K is the Cauchy matrix, K = KT, which can be found by solving the Riccati equation 
[15]. 

 T T T 1 T ,−− = + + −K Q A K K A K BG B K   (6) 

where K(tf) = 0. 
Cauchy Matrix: 
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nn

kkkk
kkkk

kkkk
kkkk

K  (7) 

where kij = kji, should be positively defined, since as positive definite matrices Q and G is 
used in the quadratic quality functional (4), which is also positive. 

Matrices Q and G are chosen arbitrary. Matrices Q and G are selected by the assortment 
method, since they are not always possible to obtain a satisfactory solution of equation (5), 
when calculating the control vector u. In [15, 16], it is proposed to select these matrices by 
assortment or simulation. 

Thus, the driver control is carried out by solving (6) according to the model (5) by calcu-
lating at each step the state matrix Ak and the control matrix Bk (3). 

We assume that the matrix 1 1
k

− −=C C  at each step k does not change, is determined by the 
information-measuring system, can be represented as 

 

1

21

1 0 0
0 1 0

,

0 0 1 n

−

+ ξ …⎡ ⎤
⎢ ⎥+ ξ …⎢ ⎥=
⎢ ⎥… … … …
⎢ ⎥… + ξ⎣ ⎦

C  (8) 

where [ ]T
1 2n n= ξ ξ … ξξ  is random vector, that reflects the random nature of measure-

ments by the information-measuring system, that is part of the drives [17, 18]. 
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DRIVE IDENTIFICATION 

Consider the issue of identifying drives in terms of analyzing expression (9), where at 
each step of linearization the criterion of identifiability and observability is the rank of the ex-
tended matrix. 

 ( ) ( )2 1T T T T T T Trank .
n

k k k k k k k n
−⎡ ⎤… =⎢ ⎥⎣ ⎦

C A C A C A C  (9) 

The matrix T
kC  is completely determined by the information-measuring system, that is, 

by relative measurement error or accuracy class. We write the model of information-
measuring system in the form 
 ,k k k=y C x  (10) 

or 

 

1 1 1 1

2 2 2 2

1 0 0
0 1 0

,

0 0 1n n n n

y h x
y h x

y h x

+ ξ …⎡ ⎤ ⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢ ⎥+ ξ …⎢ ⎥ ⎢ ⎥ ⎢ ⎥=
⎢ ⎥ ⎢ ⎥ ⎢ ⎥… … … … … …
⎢ ⎥ ⎢ ⎥ ⎢ ⎥… + ξ⎣ ⎦ ⎣ ⎦ ⎣ ⎦

 (11) 

where ih  is the relative measurement error, iξ  is implementation of a normally distributed 

random variable with standard deviation ,
3

i
i

h
σ =  1, .i n=  

Then for the maximum downward errors in the worst case for all measuring channels, 
given the continuous and infinite nature of the implementation of a normally distributed ran-
dom variable, assuming that most of the values fall within the interval 3 3 ,i i i− σ ≤ ξ ≤ σ  

1, ,i n=  we can write approximately 

1

2

1 0 ... 0
0 1 ... 0

.
... ... ... ...
0 0 ... 1

n

n

h
h

h

−⎡ ⎤
⎢ ⎥−⎢ ⎥=
⎢ ⎥
⎢ ⎥−⎣ ⎦

C  

In our case, the measurement channels are independent and the determinant of the matrix 
will be equal to 
 ( )( ) ( )1 2det 1 1 1 .T

n nh h h= − − … −C  (12) 

Open the brackets in (12), exclude the terms of the second and higher order of smallness, 
we get 

 T
1 2

1
det 1 1 .

n

n n i
i

h h h h
=

= − − −…− = − ∑C  (13) 

If the relative accuracy of all measuring channels is the same ,ih h=  1, ,i n=  then from 
(13), we get 
 Tdet 1 .n nh= −C   

Similarly, for maximum errors in a big way in the worst case for all measuring channels 
we can write 
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 T
1 2

1

det 1 1 .
n

n n i
i

h h h h
=

= + + +…+ = + ∑C  (14) 

 Tdet 1 .n nh= +C  (15) 

The value of the determinant in (14) and (15) is always greater than one, since the value 
of relative accuracy is always positive, 

0,ih >  1, .i n=  

Thus, the identifiability condition (10) in the case 

( )Tdet 0,i
k n >A  1,i n=  

will be the condition 
T

1

det 1 0
n

n i
i

h
=

= − >∑C  

or 

 
1

1.
n

i
i

h
=

<∑  (16) 

The following is DC motor model in the state space, depending on the accuracy of meas-
uring the state matrix under the assumption that the given path accuracy is no worse than 
10%. Going beyond this value will be considered a loss of identifiability, that is, the model 
does not match the object. 

Figure 1 shows the scheme for calculating the model output parameters at different accu-
racy of measuring the state vector of the DC motor in a vector-matrix form with the “State 
variables” block in the dynamic modeling environment of technical systems SimInTech. 

 

 
Figure 1. DC motor model with a reference and variable measuring matrix 

The simulation results at torque M = 1.91 N, a relative measurement error h1 = 0 (refer-
ence measuring matrix without measurement errors), h2 = 0.1 (measuring matrix in the pres-
ence of a relative measurement error of 0.1) are presented in Fig. 2. 
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Figure 2. Simulation results at torque M = 1.91 N, h1 = 0 (reference measuring matrix),  

h2 = 0.1 (variable measuring matrix) 

Fig. 3 shows the dependence of the relative difference in the angular velocities of the ref-
erence model and the model with a modified measurement matrix. 
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Figure 3. Dependence of the relative difference in the angular velocities 
of the reference model and the model with modified observation matrix 

(the abscissa axis is h, the ordinate axis is the relative difference of angular velocities) 

Considering that in many practical problems of managing tasks, the dimensions of prob-
lems do not exceed ten, and the relative accuracy of measurement is equal to units of percent, 
it can be concluded that only the state matrices affect the identifiability 

T ,kA  1, ,k n=  

which will ultimately determine the rank of the matrix (9). 
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It is proposed for practical tasks to determine identifiability in the form 

 Tmin(det ( ) det ( )) γi T
k kn n >A C . (17) 

where k is the step number in the nonlinear model; n is the dimension of the model; γ is the 
identifiability criterion chosen by modeling the state matrix for the cases when the parameters 
of matrix A are exited from the space of realizable values of a serviceable system. 

DRIVE DIAGNOSTICS 

Apply the decision theory [19, 20] to the choice of the threshold in (17). Let's write the 
source data for this task: 

– 0S  is system state corresponding to identifiability; 
– 1S  is system state corresponding to non-identifiability; 
– 0X  is the space of samples corresponding to condition (17) of the identifiability of the 

system with probability { }0 0| ;P x X S∈  
– 1X  is the sample space corresponding to condition (17) of the system’s non-

identifiability with probability { }1 1| ;P x X S∈  
– q is the probability that the state of the system corresponds to the state 0;S  
– p is an alternative, i.e. p = 1 – q is the probability that the state of the system corre-

sponds to the state 1;S  

– 0H  is hypothesis about the belonging of the observed vector ( )T
1 2, , , nx x x= …x  to the 

state 0;S  

– 1H  is hypothesis about the belonging of the observed vector ( )T
1 2, , , nx x x= …x  to the 

state 1;S  
– 0γ  is the decision to accept the true hypothesis 0H  with probability { }0 0| ;P X S∈x  

– 1γ  is the decision to accept the true hypothesis 1H  with probability { }1 1| ;P X S∈x  

– ( )0|nW Sx  is conditional density function for samples corresponding to the state 0;S  

– ( )1|nW Sx  is conditional density function for samples corresponding to the state 1;S  

– ( ) ( )
( )

0

1

|
|

n

n

W S
l x

W S
=

x
x

 is likelihood statistics. 

Then if the likelihood statistics 

 ( ) ( )
( )

0

1

|
,

|
n

n

W S
l x c

W S
= >

x
x

 (18) 

then we decide 0γ  on the correctness of the hypothesis 0 ,H  that the observed vector (sample) 

( )T
1 2, , , nx x x= …x  belongs to the state 0 ,S  i.e. the robot drive is identifiable. Otherwise, the 

likelihood statistics 

 ( ) ( )
( )

0

1

|
,

|
n

n

W S
l x c

W S
= ≤

x
x

 (19) 
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then we decide 1γ  on the correctness of the hypothesis 1,H  that the observed vector (sample) 

( )T
1 2, , , nx x x= …x  belongs to the state 1S  – the decision on the system’s non-identifiability. 

Optimal decision-making on the selected criterion implies errors: { }1 0|P x X Sα = ∈  - deci-
sion making 1,γ  although the state was true 0S  (error of the first kind) and { }0 1|P x X Sβ = ∈  - 
decision-making 0 ,γ  although the state was true 0S  (error of the second kind). 

The threshold c is selected as one of the decision methods. For example, for the Bayes 
method [19, 20], we can record the statistics of the correct decision on the identifiability of 
drives in the form 

( ) ( )
( )

01 000

1 10 11

|
,

|
n

n

W S ql x
W S p

−
= >

−
∏ ∏
∏ ∏

x
x

 

where 00 ,∏  11,∏  01,∏  10∏  – elements of the loss matrix, and 00 ,∏  11∏  are weights 

for correct decisions, and 01,∏  10∏  – for erroneous ones. For a simple loss matrix of iden-
tical probabilities p and q [19, 20], we obtain the statistics of the correct decision on the iden-
tifiability of the system in a simpler form 

( ) ( )
( )

0

1

|
1,

|
n

n

W S
l x

W S
= >

x
x

 

which meets the maximum likelihood criterion. 
Thus, solving together (17, 18, 19) for a given threshold c, going through all possible 

values ( )T
1 2, , , nx x x= …x  from the space 0 1X X+  for all states 0S  and 1,S  we obtain the 

value γ. Note that solution (17) presupposes the dependence of the matrix T ,kA  1,k n=  on the 

state ( )T
1 2, , , nx x x= …x  and, therefore, it has greater computational complexity of the nu-

merical solution. Considering the universality of the likelihood statistics (18, 19), the criterion 
of optimal decision making (threshold c) can be chosen depending on a priori data on the loss 
matrix and the probabilities of the hypothesis and alternative [19, 20]. 

CONCLUSION 

Currently the development of control algorithms based on discrete models is a very im-
portant task, because almost all tasks of controlling practice of robots drives cannot be accu-
rately represented by linear models and the solution of nonlinear models is generally absent. 
Discrete models of nonlinear systems of the form (3) presuppose variable matrices of state, 
control, and measurement. Matrices are defining an infinite number of the model variants. 
Therefore, some tools are needed to calculate of adequacy degree of mathematical models and 
real objects. This paper presents the optimal algorithm for identifying nonlinear complex sys-
tems based on a discrete digital control model. As the criterion for the optimality of the identi-
fication algorithm was chosen the criterion of optimal decision making in combination with 
the identifiability criterion for the optimal control algorithm by the minimum criterion of the 
quadratic form.  

The paper investigates the influence of the parameters of the measurement matrix on the 
identifiability of the robot drive model based on the DC motor for control and diagnostic 
tasks. 
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It is shown that at a threshold value h>0.2 of the measurement matrix, the difference in 
the angular velocities of the reference model and the model with the modified observation 
matrix is more than 10%, the drive model becomes unidentifiable, which leads to a loss of 
controllability and the inability to diagnose. To study the influence of the measurement matrix 
on the identifiability of the model, a vector-matrix model of the drive in the state space is de-
veloped taking into account viscous friction. 

Identification criteria (16) and (17) allow to determine the models conformity degree to 
the control object by the model of the measuring matrix or by the models combination of the 
state matrix and the measuring matrix.  

The threshold γ in (17) is optimal and is calculated numerically by solving the system of 
inequalities (17, 18, 19). It is possible to require, though it is not necessary, in the criterion 
(16) for the measurement matrix, that the sum of the relative errors be substantially less than 
one. The criterion of optimal decision making (threshold c) can be chosen depending on the 
apriori data by the loss matrix and the probabilities of the hypothesis and the alternative. 

In this paper are new: 
1) the conditions of identifiability are considered not only with respect to the rank of the 

extended matrix [C, AC, …], but also as a condition for ensuring the accuracy of the model 
with respect to the object; 

2) it is proposed to model the identifiability threshold by exhaustive search of the state of 
an object for this model. 
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Abstract. Tank batteries for storage of crude oil and refined products are hazardous industrial facili-
ties. Almost half of the accidents (including fires) occurs at the tank batteries at oil and gas industry. 
The most effective way to improve safety of facilities operation is to introduce additional functions to 
the existing automated control systems of technological processes. In this article it is proposed to add 
to automated control systems of technological processes of tank batteries two new subsystems. First 
one is the subsystem of bottom water drainage from an oil tank by installing on a siphon crane an ana-
lyzer of oil concentration in water. The other one is the subsystem of remote leak detection with re-
ceiving information from the gas monitoring sensors installed in the leak detection wells and in the ar-
ea around the tank. Implementation of this additional subsystems to automated control systems of 
technological processes will allow to receive timely and reliable information about the status of 
equipment, to increase the efficiency of control and to ensure trouble-free operation which will sig-
nificantly enhance the safety and efficiency of tank batteries for storage of crude oil and refined prod-
ucts. 

Keywords: vertical tank, automated system, technological process, operation safety, bottom water, 
leak detection 

INTRODUCTION 

Tank battery (TB) is an essential part of the oil transportation and storage process and al-
lows to maintain pumping cycle. At the same time, tanks have several specific features.  

When such a complex product as a crude oil is taken into the tank it starts to stratify and 
bottom water (BW) appears during the process of water precipitation. Since crude oil contains 
sulphur, its compounds and other salts, BW is a dilute solution of sulphuric acid and other 
compounds that accelerate tank’s lower ring corrosion and bottom corrosion.  

Precipitation of mechanical impurities and bottom water drainage (BWD) reduces the 
weight of ballast which results in improving crude oil quality and in increasing net weight 
percent and profitability of crude oil pipeline transportation because payment between suppli-
ers and recipients of oil are made by net weight. 

 In the Tank Operation Rules it is stated that after taking oil into the tank it is settled for 
at least two hours, then BWD is performed, and only after that oil is sampled and quality con-
trolled in metrological laboratory.  

                                                            
  © L. E. Zemlerub, E. R. Kharasov, V. M. Avdeev, 2019 



 
“Instrumentation Engineering, Electronics and Telecommunications – 2019” 

Proceedings of the V International Forum (Izhevsk, Russia, November 20–22, 2019) 

116 

In addition, TB for crude oil and refined products are facilities that present potential envi-
ronmental hazards. The main source of contamination is steam-and-gas mixture displaced 
from the tanks when they have been filled and when the product volume increases due to 
temperature rise from night to day. [1]. Product leakage is also a serious risk, therefore tanks 
for oil and oil products with a volume of more than 2000 m3 are equipped with a primary leak 
detection system. LDS consists of a polyethylene film 1 mm thick, laid under the bottom of 
the tank at a depth of 70 cm and a drainage pipe connected to the leak detection well (Fig. 1) 
[2–3]. 

 

 
Figure 1. Cross section of the tank: 1 – storage tank; 2 – ring foundation of the tank; 3 – basement of the 
tank; 4 – sand and gravel mixture; 5 – impervious film; 6 – long anode grounding; 7 – bottom of the tank; 8 – 
hydrophobic layer; 9 – leak detection well; 10 – industrial sewage; 11 – siphon crane; 12 – pontoon guide (pon-
toon is not shown); 13 – product level measurement system; 14 – lightning protection; 15 – passage of ECP ca-
bles through the foundation; 16 – technological pipelines; 17 – pipeline valve 

During the operation of TB emissions and leakages are released into the air, waste water 
and soil. The size of these leaks can be great. This is primarily represented by the fact that 
they are not detected immediately and it is extremely difficult to prevent them. Therefore, re-
ducing emissions and timely detecting leaks is one of the most important environmental and 
tank safety operation concerns. [4, 5] 

AUTOMATED SYSTEM OF BOTTOM WATER DRAINAGE 

These days BW drainage is carried out manually through a siphon crane installed on the 
tank wall, technical inspection of which should be performed before each process of drainage. 
The manual method of BWD has following drawbacks: higher labor costs and relatively high 
losses during a visual control of BWD process. As a result of the search, several patents of 
automated system of BWD (AS BWD) were found. For instance, the following design was 
proposed by colleagues of Omsk State Technical University (Fig. 2). 

Its peculiarity is that the bottom 2 of the tank 1 is proposed to be made in the form of 
outward cone. The amount of BW is determined by the position sensor of an interface level 
“oil-water” 3, then water is pumped through the pipeline 4 by the pump unit (PU) 6 through 
the analyzer 5 which determines presence of an oil in a water. When oil appears analyzer 
sends a signal to the control unit 8 to close the regulator 7. [6] 
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Figure 2. AS BWD of the invention patent number RU 151321 U1 

In the design of automatic BWD offered by Saudi company for automation SAFIA de-
termination of oil presence in water is carried out with the help of a device installed on 
a drainage pipeline. Its operating principal is based on measuring of difference in ultrasound 
speed in different substances. [7] 

In this article it is proposed to use an automated system that reduces crude oil losses dur-
ing BWD process. The design of AS BWD is similar to that proposed in the patent number 
RU 151321 U1 and includes a siphon to which a ball valve with electric drive and an oil pres-
ence alarm are connected. All devices are made in an explosion-proof design. 

 

 
Figure 3. Drain sump on the bottom of the tank 

In the design of AS BWD there is no need in using a pump unit since the duration of 
BWD process is determined by a diameter of syphon cranes and their number which increases 
proportionally to the increase in a tank volume. The proposal to construct bottom of the tank 
in the form of outward cone will lead to an increase in stresses and bending moment that oc-
curs when filling the tank in the T-bar welded connection of the wall and bottom which in 
turn will lead to a decrease in the reliability of the tank. To prevent the inlet of BW into oil 
a manifold it is enough to provide a small pit (drain sump) on the bottom of the tank with 
a diameter of 0.5–1.5 m and to increase the length of siphon crane offset by 3–6 cm towards 
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the tank bottom. For example, in API 650 a water collection pit is proposed to be constructed 
as shown on Fig. 3. [8] 

Selected as an example alarm CH-1T is designed for continuous monitoring of water 
quality at explosive facilities, signalization of oil concentration over-limit in water and con-
trolling of executive mechanisms of TP. CH-1T is a device operating principle of which is 
based on the effect of fluorescence of oil under ultraviolet irradiation (Fig. 4). 

 

 
Figure 4. Alarm device CH-1T 

BWD is carried out by automatic opening of the ball valve after the time required for wa-
ter precipitation after taking the crude oil into the tank. During the process of BWD alarm de-
vice continuously monitors the concentration of oil in the drainage pipe. When the specified 
concentration is reached the alarm device will notify about this and send a signal to close the 
ball valve and stop drainage. The difference of the proposed design lies in its simplicity and in 
the algorithm of iterative drainage termination when relatively small concentration of oil in 
water appears, which will lead to a reduction of oil losses.  

Since the proposed design is not provided with manual rotation mechanism of a siphon 
crane as on the tank with manual BWD, it is proposed to heat external part of the system to 
prevent water freezing at a negative temperature. 

The implementation of AS BWD will lead to a reduction in labor costs and elimination of 
the influence of “human factor” not only during the process of BWD but also during the proc-
ess of level gaging. It will be required for TB operators to carry out the additional start-up of 
the system before taking any measurements and sample drawing. 

AUTOMATED SYSTEM OF REMOTE LEAK DETECTION 

Standard ACS TP designed to provide centralized monitor and control of TB consists of 
the following subsystems: 

• system of tank gaging; 
• bottom sediments erosion system; 
• fire extinguisher system; 
• system of gate valves control. 
The following parameters are remotely measured and transmitted to local control room: 
• oil level in tanks; 
• average oil temperature (measured by product layers); 
• air temperature in TB. 
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At the local control room following parameters are monitored: 
• reliability of measured parameters by intervals of allowed values; 
• volume of product oil and free capacity; 
• position of gate valves of TB process pipelines; 
• status of local automatics and communication channels. 
ACS TP provides automatic protection against fire and crude oil over fill in tanks. In case 

of emergency situations automatic light and sound alarming is provided. [9, 10, 11]. 
In this article it is proposed to install additional sensors and systems to the existing 

ACS TP to provide following features: 
• continuous control of gas-air environment in leak detection wells and in the area 

around the tank (Fig. 5) [12]; 
• monitoring of tank cathode protection system (CPS) operation using the potentials ob-

tained from the reference electrodes and signals from corrosion rate sensors located under the 
tank bottom (Fig. 6) [13, 14, 15]. 

 

 
Figure 5. Mnemonic scheme of gas monitoring sensors location at TB 

 
Figure 6. Mnemonic scheme location of reference electrodes and corrosion rate sensors in TB 

Information obtained from tank gaging system and additional sensors and systems will 
provide the development and implementation of combined automated system of remote leak 
detection (AS RLD) at TB [16, 17]. 
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For the development of the AS RLD it is proposed to use the existing certified software 
package of ACS TP to which subsystems with following features will be added: 

• receiving signals from sensors installed in leak detection wells; 
• receiving signals from gas pollution sensors in the area around the tank; 
• receiving signals from reference electrodes measuring electric potentials of cathodic 

protection and corrosion rate sensors installed under the bottom of the tank; 
• display of received sporadically arising information on the operator’s workstation 

screen. 
In addition to the above mentioned functions AS RLD should perform the analysis of the 

received information and necessary calculations and separate unreliable data and notify about 
the approaching accident. 

CONCLUSION 

Implementation of AS BWD will lead to a reduction of labor costs, elimination of the 
“human factor” influence and minimization of oil losses during the process of BWD. 

Equipping TB with a system of continuous monitoring of the gas-air environment using 
sensors installed in the area around the tank and leak detection wells at TB facilities will re-
sult in ensuring safe working conditions as well as preventing fires and explosions. [18, 19]. 

Using the method of adding new functions to existing ACS TP will allow to develop and 
implement AS RLD for a relatively short period of time and at low cost. Such indicators of 
AS RLD development can be obtained in the process of technical, informational, mathemati-
cal and software development by analogy with the corresponding sections of the current ACS 
TP [20]. 

Introduction of additional subsystems of ACS TP will allow to receive timely and reli-
able information about the status of equipment, to increase the efficiency of control and to 
ensure trouble-free operation which will significantly enhance the safety and efficiency of 
TB operation. 
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