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Influence of a Non-Rigid Connection on the Scattering Properties of a Cylindrical Inclusion
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The incidence of a plane wave on a cylindrical inclusion located in a semi-infinite solid space with an inhomogeneous distribution of the rigidity at the boundary between inclusion-enclosing medium is considered. The cylindrical inclusion model is given. The solution is solved by the finite element method. Scattering indicatrices are given for different angles of incidence of a plane longitudinal wave. A significant effect of the coupling stiffness on the amplitude of the scattered field is shown.

Keywords: plane wave, cylindrical inclusion, finite element method, scattered field, scattered indicatrix.

INTRODUCTION

Nondestructive ultrasonic methods take one of the leading positions among other methods of nondestructive testing. Ultrasonic methods allow solving a wide range of problems and identification of defects in various, mainly solid objects, arising during operation or during production. Wide use of ultrasonic methods is also related with the fact that the fatigue and strength properties of the monitoring object itself influence the propagation of the ultrasonic wave.

It can be noted, that the most common types of defects are nonmetallic inclusions, which are formed due to the inevitable ingress of particles of decomposing refractories into the melt.

Because of the random nature of the process of generation and growth inhomogeneities in the metal and passing through several different process steps non-metallic inclusions can relate to the main metal scrap by means of different connection types [1, 2]. It is noted [3] that the processes of interaction of elastic waves with such a structurally complex interface between the nonmetallic inclusion and the metal can’t be described using conventional boundary conditions that establish continuity of the stress tensor components and the displacement vector at the boundary. In [4–7] it was proposed to consider the usual boundary, when the elastic wave interacts with boundary, the components of the stress tensor remain continuous, and the components of the displacement vector can undergo a “discontinuity”. The validity of this proposal based on the analytical relations. In [1], the existence of such boundary conditions...
is proved, and it is also shown that the stress at the interface generally determined by the expression:

\[ \sigma = K \Delta u, \]

where \( \sigma \) – stress tensor, \( \Delta u \) – vector of discontinuities in displacements, \( K \) – a positive definite symmetric matrix of dimension 3×3, known as the “boundary stiffness matrix”, the elements which have the dimension \( N/m^3 \). Generally, these coefficients can be in complex form, which makes it possible to model new processes in the contact zone.

Such a representation allows to consider a special phenomena in the contact zone using various combinations of dynamic flexibility elements and / or damping elements, which is ensured by the corresponding values of the imaginary and real parts. So, in this case of dry mechanical contact of rough surfaces, the values of \( K_N \) (normal component of contact stiffness) and \( K_T \) (tangential component of contact stiffness) are assumed to be purely real. In case when these surfaces are separated by a layer of a viscous liquid, \( K_N \) is taken to be complex, and \( K_T \) is purely imaginary. It follows from boundary conditions in the linear “slip” approximation that the range of values of \( K_N \) and \( K_T \) in the general case from 0 (there is no transfer of the corresponding component of the displacement vector through the interface) to \( \infty \) (the total transmission of the corresponding displacement vector component across the boundary section). The correspondence between the specific values of \( K_N \) and \( K_T \) and the structure of boundary can be established by the most suitable model [3].

**FORMULATION OF THE PROBLEM**

We consider the problem of normally incident plane waves diffraction on an infinite cylinder. We will consider a model of compact cylindrical inclusion of radius \( a \), located in a ring layer of infinite small thickness (Figure 1).

![Figure 1. Formulation of problem](image-url)
Let a plane wave incident on the cylinder (Figure 1) from the solid semi-infinite space I with physical parameters $\rho_1$, $c_{l1}$, $c_{t1}$. A rectangular coordinate system $XYZ$ arranged so that the $Z$ axis coincides with the longitudinal axis of the cylinder and the $Y$ axis is directed along the bisector of the opening angle of the annular layer and the circular cylindrical coordinate system $r$, $\varphi$, $z$ associated with the rectangular of known transformation formulas. The angle between wave vector and positive direction of the $Y$ axis will be denoted by $\varphi$.

Solving the problem by the finite element method, a finite region was constructed (Figure 2), in which the cylindrical defect I, which is in the isotropic elastic space II. On the boundary between the defect and the elastic space in the sector of finite dimensions IV there is a nonrigid connection. The size of the sector was set as $\varphi_0 = L_{okl}dl$, where $L_{okr}$ is the circumference in degrees, $dl$ is a coefficient ranging from 0 to 1. It is of interest to analyze in infinite space a perfectly matched layer III is used, which absorbs all the waves entering into it.

![Figure 2. Investigated area](image)

In entire investigated region, differential equation (1) is solving:

$$-\rho \frac{\partial^2 u}{\partial t^2} = \nabla \sigma.$$  

(1)

In the stationary mode with harmonic perturbation, equation (1) can be rewritten in the following form:

$$-\rho \omega^2 u = \nabla \sigma,$$

where $\omega$ – angular frequency, $\nabla$ – Hamiltonian.

Setting the incident wave as an additional mechanical strength of the unit amplitude, equation (1) can be rewritten as

$$-\rho \omega^2 u = \nabla (\sigma + \sigma_{ext}),$$

where $\sigma_{ext}$ – stress in incident plane wave.

Boundary conditions for non-rigid sector are

$$u_r^H = u_r^I + \frac{\sigma_{rr}^I}{KGN(\varphi)}, \quad \sigma_{rr}^H = \sigma_{rr}^I,$$

$$u_0^H = u_0^I + \frac{\sigma_{r0}^I}{KGT(\varphi)}, \quad \sigma_{r0}^H = \sigma_{r0}^I.$$
Figures 3–4 show the results of the calculation of a dimensionless displacement in polar coordinates, given as the ratio of the incident wave to the scattered one depending on the wavelength $k_a = \omega/c_1$, coefficient $dl$ and angle of incidence $\varphi$. Figures 3a and 3b show that increase sector dimension with a non-rigid coupling, when the wave falls directly on the sector, the reflection in the opposite direction increases. Figures 4a–4c show the angular distribution of the dimensionless displacement, depending on the size of the sector. It is seen that for various angles of incidence, the scattering indicatrix is localized near the angle of incidence. It can also been seen that an increase sector dimension can lead both to an increase in the amplitude in the opposite direction (Figures 4a, 4c) and to a decrease in the amplitude (Figure 4b).

![Figure 3](image1.png)

**Figure 3.** Dependence of the normalized amplitude of the scattered wave in polar coordinates at $k_a = 1.074$: $dl = 0$ (a); $dl_0 = 0.04$ (b)

![Figure 4](image2.png)

**Figure 4.** Dependence of the normalized amplitude of the scattered wave in polar coordinates at $k_a = 1.074$: $\varphi = 24^\circ$ (a); $\varphi = 122^\circ$ (b); $\varphi = 196^\circ$ (c)
CONCLUSION

The obtained results show a significant influence of non-rigid connection on scattering properties of a cylindrical inclusion. The size of the sector leads to increase the amplitude of the scattered wave in the opposite direction, if incident plane wave falls directly on sector with non-rigid connection. When incident plane wave falls to sector with rigid connection, the increasing in size of a sector with non-rigid connection leads to localizing scattered indicatrix near the falling angle. In practice, such influence can strongly affect the results of ultrasonic control. To obtain more accurate data about the internal structure, it’s necessary to scan at different angles.

The results can be used to develop or modify methods for ultrasonic nondestructive control different objects with defects that can be approximate by cylinder.
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The issues of the dimensions and coordinates measurement of the light zones on the TV scanistor have been considered. For this purpose we propose to use spatial-structural parameters of the trapezoidal video signal from the scanistor. It is shown that using spatial-structural parameters makes it possible to increase accuracy of the narrow light zones measurement on the scanistor's photosensitive surface.

Keywords: TV scanistor, information-measuring system, video signal, light zone, accuracy, spatial-structural parameters.

INTRODUCTION

The most reasonable way to measure linear and angular movements of the objects in real-time scale is to use the information-measuring system (IMS) based on the TV scanistor structures (continuous scanistor, discrete multiscan) in time-pulse mode which have high sensitivity and coordinate resolution, small dimensions, high reliability and long service life, relatively low cost. Also it make it possible to measure many non-electrical quantities characterizing the production processes and different phenomena in physics, chemistry (dimensions, coordinates, motions, torque, forces, pressures, concentrations, densities, expenses, temperatures etc.) without mechanical contact with the object [1–5]. Therefore, the problem of increasing accuracy of the scanistor IMS is urgent.

INFORMATION-MEASURING SYSTEM FOR MEASURING OF DIMENSIONS AND MOTIONS OF THE LIGHT ZONES ON THE SCANISTOR

In the scanistor IMS the registration of the light relief (in the form of controlled light zones along a photosensitive surface) is carried out continuously by increasing the amplitude
of the unfolding sawtooth voltage and the corresponding linear movement of the equipotential zero potential line along the scanistor. To extract a video signal (VS) from the continuous scanistor the most rational way is to use interrogation circuit using sawtooth-voltage generator (SAW) and peak detector (PD) where the bias voltage of the scanistor (SC) bleeder bar is found by rectifying interrogation sawtooth-voltage (Figure 1).

![Figure 1. Block diagram of scanistor IMS for measuring dimensions and movements of light zones of the scanistor: IU – interrogation unit TS; VSEU – video signal extraction unit](image)

The automatic ensuring of the equality of the bias voltage and amplitude of the sawtooth-voltage leads to improving stability of the scanistor coordinate characteristic. The collector of the scanistor SC across the current-voltage converter (CVC) is connected to the differentiating divider (DA1), at the output of which a video signal \( V(t) \) is generated. Further the signal from the output of DA1 is put across the differentiating amplifiers DA2, DA3 to the block BVPS of the video-pulses shaper, which shapes pulses by beginning, end and maximum of the video signal for the SMI shaper of measuring time intervals. The duration of the formed intervals is measured by TIM, which includes pulse generator (PG), AND circuit, pulse counter (PC), microprocessor control unit (MCU). Herewith the duration of the formed information intervals is proportional to the light zone (LZ) and distance of its middle from beginning of the scanistor SC.

It can be shown that in a sequential interrogation of the elementary photodiode cells of the scanistor SC the video signal is formed, which can be described by the dependence [1]:

\[
V(t) = \frac{L \cdot b \cdot l}{T} \cdot 2j_s \left[ \frac{1}{\exp \alpha(E_e - E_0) + 1} \right] + \frac{L \cdot b \cdot l}{T} \cdot 2j_{feb} (1 + K_s) \left[ \frac{1}{\exp \alpha(E_e - E_0) + 1} \right], \tag{1}
\]

where \( L \) – coefficient depending on differentiation method; \( b, l \) – width and length of the scanistor, respectively; \( \alpha = \left( A \frac{KT^0}{q} \right)^{-1} \); \( K \) – Boltzmann's constant; \( q \) – electronic charge; \( A \) – coefficient reflecting the degree of imperfection \( p-n \) junction of the scanistor structure; \( T^0 \) – temperature in Kelvin degrees; \( E_e = E_0 \cdot \frac{x_0}{l} \) – emitter potential at the interrogation point \( x_0; E_0 \) – emitter constant bias voltage; \( E_c = E_0 \cdot \frac{t_0}{T} \) – value of the sawtooth voltage at the moment of interrogation \( t_0; T \) – sawtooth-voltage time; \( j_s, K_s \) – dark saturation current and unbalance factor of the current-voltage characteristic of the photodiode cell, respectively; \( j_{feb} \) – increment of the saturation current of the photodiode cell under illumination; \( x_1, x_2 \) – coordinates of the beginning and the end on the scanistor of the light zone.
The results of the modeling and their discussions

In Figure 2 there are dependences of the light components of the video signal $V(t)$, calculated by formula (1), on its first and second derivatives for LZ with different width and equal illumination.

![Diagram](image)

**Figure 2.** Shapes of the video signal curves and its first and second derivatives for the light zones with different width

The analysis of these dependences has revealed the following aspects:
- At the constant width of the LZ of the amplitude VS from the scanistor and first and second derivatives are directly proportional to the illumination.
- When expanding from the minimum LZ the amplitudes of the VS and its first and second derivatives first increase nonlinearly, and then become constant and independent of the width of the LZ (if the width $x_2 - x_1$ LZ exceeds the doubled value of the switching zone of the scanistor structure $2 \cdot \Delta x_{II}$).
- Time coordinate of the midpoint of the LZ ($x_2 - x_1 < 2 \cdot \Delta x_{II}$) is uniquely determined by the moment of the first derivative of the BC passing through zero.
- Time coordinate of the middle of the wide LZ ($x_2 - x_1 < 2 \cdot \Delta x_{II}$) can be determined by the half-sum of moments of time $t_c = (t_1 + t_2 / 2)$ of the second derivative of the VS passing through zero.

It should be noted that coordinates and dimensions determination of the digital picture is an urgent and complicated task [6, 7], especially in case of small-dimensions objects [8] on
conditions of the image blur [9]. Herewith, to extract and manipulate the video signal from the scanistor it is effectual to use schematic diagram shown in Figure 3.

![Schematic diagram of the scanistor IMS for measuring dimensions and movements of the light zones](image)

Figure 3. Schematic diagram of the scanistor IMS for measuring dimensions and movements of the light zones

In this paper, we propose to use spatial-structural parameters (SSP) to solve the problems of determining the dimensions and coordinates of the trapezoidal video signal (TS) from the scanistor (Figure 2b). It is shown in the works [10, 13] that the SSP make it possible to estimate the width of the signal (TS), localize it in space and also determine the amplitude. SSP is calculated from the one-dimensional function of the trapezoidal video signal.

In the work [8] five SSP video signals are estimated: mass \((M)\), centroid \((C)\), dissipation \((D)\), extent \((E)\) and luminance \((Y)\). SSP is found using one-dimensional moments \(W_0, W_1, W_2\) from the following formulas:

\[
M = W_0, \tag{2}
\]

\[
C = W_1 / M, \tag{3}
\]

\[
D = (W_2 / M) - C^2, \tag{4}
\]

\[
E = 2\sqrt{3D}, \tag{5}
\]

\[
Y = M / E. \tag{6}
\]

The physical meaning of the SSP, applying to the video signal, is as follows [11]:

– «mass» describes total mass of the video signal;

– «centroid» is a coordinate of its centre of gravity;

– «dissipation» describes the degree of localization of the mass of the video signal around its centre of gravity;

– «extent» is numerically equal to the width of the video signal;

– «luminance» describes the amplitude of the video signal.

The work [14] shows that short pulse duration TS is calculated with a smaller margin of error by the SSP than by the derivatives.

In Table 1 there are results of the measurements of the width of three LZ by the video signals shown in Figure 2b. The measurements were taken by two methods. Firstly, by the second derivative signal passing through zero. Secondly, the width of the LZ was estimated by the SSP, i.e. by the value of the extent of the corresponding video signal. From the Table 1 it is clear that for LZ 0.2 width and 0.15 both of the methods give a high accuracy in measur-
ing the width values. However, for the narrow LZ the value, obtained from the zero-passing of the 2nd derivative signal, has a significantly overestimated value. Nevertheless, SSP allow obtaining a rather high accuracy when estimating the width of the narrow LZ.

Table 1. The results of the measurements of the LZ width

<table>
<thead>
<tr>
<th>LZ Width</th>
<th>Measured LZ width</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>By 2nd derivative</td>
</tr>
<tr>
<td>0.2</td>
<td>0.200</td>
</tr>
<tr>
<td>0.15</td>
<td>0.150</td>
</tr>
<tr>
<td>0.05</td>
<td>0.065</td>
</tr>
</tbody>
</table>

CONCLUSIONS

This paper considers possibility of using spatial-structural parameters of the unidimensional trapezoidal signal of the small-dimension structural elements of the digital pictures to estimate the parameters of the video signal from the scanistor. The analysis in Table 1 shows that using SSP makes it possible to increase the accuracy of measuring the dimensions of the narrow LZ on the scanistor's photosensitive surface.
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The paper presents the results of experiments of the relationship between the change in electrical impedance and the force of brush compression determination. Within the framework of the research, an isometric compression stand was developed, which allows recording the brush compression parameters. On the developed stand, experiments were carried out, during which the simultaneous registration of the impedance signal from the muscles of the forearm and the compression force of the stand was carried out. The relationship between the impedance change and the action force was determined. The use of this dependence in the development of bio-controlled devices will allow to control it more accurately.

**Keywords:** bioelectrical active devices, isometric hand grasping, neuromuscular activity, impedance, stand.

**INTRODUCTION**

Full or partial functional loss of upper limb due to amputation or some diseases has a great influence on human ability to do routine tasks. Active prosthesis and orthosis helps a disabled person to get back after losing the function of a limb. However, nowadays the usage of such devices is limited due to the complexity of its control.

The most modern active bioelectrical devices are controlled by signals of surface electromyogram. However, the disadvantage is the complexity of the interpretation, caused by the interference nature and the influence of signals from neighboring muscles. Therefore, it is impossible to determine the type of movement without increasing numbers of electrode systems [1].

For detection and quantifying muscle health a noninvasive electrical impedance myography (EIM) technique is generally used. It is based on sending high frequency current with low amplitude passing through the muscle area and measuring the consequent voltage [2]. Most previous EIM studies include the consideration of the stationary state of relaxed muscles without their contraction. Due to the study of the muscles anisotropy using the EIM method it is possible to determine muscle disuse or atrophy [3–6].

Some EIM studies have investigated that the muscle contraction leads to impedance signal changing [1, 7, 8]. It is well known that the architecture and fiber geometry of the muscle, the pennation angle and muscle thickness changes during contraction [9–12]. The change of
such parameters as thickness of a skin-fat layer, cross section of muscles, conductivities and pressing force of the electrode system lead to an impedance value change during various actions performance. Moreover, it was shown that it is possible to determine the type of movement in case of the electrical impedance measurement from forearm antagonistic muscles [13]. Therefore, such signal can be used for management tasks as an alternative for electromyogram signal or these signals can be registered jointly [14].

Almost all EIM studies connected with the impedance change after muscle contraction were performed for the biceps muscle [8, 15, 16]. In a smaller number of studies, forearm muscles were explored during various actions performing [7, 17]. For the tasks of developing a control system for robotic devices, it is necessary to use reusable small electrode systems that are located on a specific area of the forearm, rather than along the entire length, as was done in the studies.

In addition, in the studies, the dependence of action strength on the impedance change was not found. To identify the dependence between change of the impedance signals and action parameters it is necessary to design the special stand for measuring the mechanical conditions of the movement and electrical impedance simultaneously [18]. Grasp is the most common type of the hand movement. Based on the data of Federal Scientific Center of Rehabilitation of the Disabled named after G.A. Albrecht it was found that the most demanded grasps described in literature are end grasp (in a pinch) and palm grasp (opened) (Fig. 1). Such grasps are used in the same movements to hold different objects (isometric type of movement). Therefore, it is necessary to design the special stand for such movements.

The aim of this study is to develop the isometric hand grasp force measuring stand and to conduct the investigation for searching the dependence between the electrical impedance signal and the hand grasp force. These results will be used in development of further bioelectric active electromyogram control systems analogues.

**MATERIALS AND METHODS**

*Isometric hand grasping force measuring stand construction*

The special stand was designed to register the force of isometric compression (Fig. 1), Mechanical scope of the stand consists of several units: handles, force sensors, pieces, guideways with linear friction bearings and guideway locks.

Force sensors located in handles register the isometric grasping force. Handle dimensions were chosen according to the average human’s hand to place it in the hand conveniently. Force sensors and guideway locks are bolted immovably with the low handle. Linear friction bearings for guideways are bolted immovably with the upper handle. Such construction provides free movement of the upper handle along the guideway relative to the low handle. Therefore, it allows to regulate the stand width for different grasping degrees.

Adjustment of the width of the stand is carried out by installing pieces of different thicknesses bolted immovably with upper handle, which press on the force sensors. The use of 4 guides allows to minimize the skewing of the stand due to the non-center effect across the stand. The use of 2 force sensors, which are arranged in parallel and opposite direction, allows to record the distribution of force along the stand.

*Figure 1.* End grasp (left) and palm grasp (right)
Stand working principle is based on the transformation of the force created by hand isometric hand grasping into voltage by force sensors based on the tensoresistors arranged according to the Winston bridge scheme. Each sensor carries a load less than 20 kg. Therefore, it allows to register the grasping force up to 40 (daN) [19], which corresponds the maximal human’s force (error up to 1 N).

Force sensors are connected with the stand registration unit, which is used for registration, processing and transmission signals from sensors to the Personal Computer (PC). Signal is registered by 24-bit sigma-delta Analog-to-digital converter (ADC) with differential analog inputs AD7799 from Analog Devices designed for force sensing applications. Such an integrated circuit is based on a high-precision instrumental amplifier with user-defined gain. Data are transmitted to the connected Microcontroller Unit (MCU) via Serial Peripheral Interface (SPI) interface. MCU processes registered data and transmits it to the PC via Universal Serial Bus (USB) interface.

It is necessary to perform calibration before using the stand. Force sensors were calibrated by installing laboratory weights of 100 g to 10 kg to the center of the stand handle. The common force was calculated as an average of signals from two force sensors.

**Experiment**

Experiments with recording the electrical impedance for various isometric grasping forces were carried out on volunteers using a developed stand. Four volunteers participated in the experiments, with an average forearm arm circumference of 29 cm at the location of the electrode systems.

One electrode system was used, which was located in the area along the extensores carpi radialis muscles of the wrist, in place, which can be used to position the electrode systems in modern bioelectric forearms of the forearm (Fig. 3). Before the installation of the electrode system, the place was scrubbed and smeared with an electrode contact gel.

The electrical impedance was registered by the rheographic system “ReoKardioMonitor”. To measure the electrical impedance directly from the forearm
region, special electrode systems have been developed (Fig. 4), including a platform and reusable electrodes in the form of rivets with a countersunk head made of stainless steel, 7 mm in diameter, arranged according to the tetrapolar lead system (two current electrodes along the edges and two measuring electrodes in the middle).

Electrode systems had the same distance between the electrodes, equal to 10 mm, and were fixed to the forearm by means of rubber bands. The registration of the isometric compression force was performed with the help of the developed stand simultaneously with the measurement of the electric impedance signal.

During the experiment, the brush was located in a neutral position (between pronation and supination). The time of each study from the series was 1 minute, during which the following actions were performed: 0–5 seconds – the volunteer does not compress the stand (state without load), 5–10 seconds - the volunteer isometrically compresses the stand (load condition) (Fig. 5). The compression force increased iteratively in the framework of one study.

An example of registered signals within the framework of one study depending on the different degrees of compression of the stand is shown in Fig. 6. On the graphs, midpoints of activity are marked in red, midpoints of the periods of the relaxed state – in yellow.

Figure 4. Electrode system: 1 – electrodes platform, 2 – electrode, 3 – the place of the rubber band attachment for fixation. Pairs of electrodes located closer to the periphery - current, closer to the center - measuring. Dimensions in millimeters

Figure 5. Scheme of experiments

Figure 6. Example of registered signals within the framework of one study depending on different degrees of the stand compression
Results

With an iterative increase in the compression force of the stand during the experiment, an increase in the bioimpedance value was observed. For electric impedance signals, the drift of the isoline is specific, which is included in the shift of the base value of the signal over time and in the action performance, as shown in the graph (Fig. 6). Thus, for the subsequent analysis, the difference between the signal at the time of compression and the signal at the moment of relaxation was taken.

Based on the obtained data, a regression analysis was performed. For each volunteer regression curves with a confidence interval of 95% were constructed. These curves for each volunteer is different and displaying them on one chart is not presentable. Therefore, the graph (Fig. 7) shows the regression curves for the considered case (Fig. 6).

As a result of the regression analysis and the least-interval method, it was found that the curve in the form of a second-order polynomial is more accurate for interpreting the experimental data.

![Graph showing regression curve](image)

**Figure 7.** Regression curve with confidence intervals for the change in the electrical impedance dependence on isometric compression force

CONCLUSIONS

The need for bioelectric prosthesis according to the federal service of state statistics is increasing every year, and the development of control systems for robotic devices is becoming more urgent. One of the main tasks in this direction is to improve the quality of control, for which it is necessary not only to register a qualitative and stable signal, but also to know the optimal arrangement of the electrodes, their physical parameters, the contribution from the integration of the sensors when they are added, etc. To justify the requirements for the parameters of the above features, it is necessary to organize research, for which it may be necessary to develop special stands that allow establishing the relationship between the parameters of the recorded signal and the parameters of the performed actions.

To enable the realization of studies aimed at determining the relationship between the change in the electrical impedance and the force of the grasp action, an isometric contraction...
stand was developed. In the course of the research, it was possible to identify the relationship between the compression stand force by brush and the change in the electrical impedance, as a result of which it can be used to generate control signals for controlling robotic devices.

For each volunteer regression curves were different, but similar in form. It means, that in case of bioimpedance signal using as control signal it is necessary to provide a calibration of control system for the use by different operators in various physical conditions. To solve the problems of isoline drift the difference in signal during action with filtering slow signals changes could be used.

Thus, taking into account the change in the electric impedance signal during the performance of the action will allow not only to determine the type, when using several electrode systems, but also to supplement the electromyogram signal to determine the force with which it is performed.
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The article considers the technology of point focusing of electromagnetic waves, which allows to transmit electromagnetic energy to consumer more effectively than beamforming. The technology is based on the principle of operation of antenna arrays, but with the distribution of dipole antennas around the perimeter of the area under consideration, which makes it possible to obtain an increase in the power of the electromagnetic field only at one point in this area, and not in the beam. The article presents the results of theoretical studies as well as mathematical modeling that confirm the feasibility and describe the properties and characteristics of spotforming technology. The experimentally obtained characteristics of the generated electromagnetic fields measured by the real prototype are shown. Spotforming is technology of next-generation spatial filtering systems that can be used in high-speed data transmission systems and 5th generation mobile networks.
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INTRODUCTION

The basis of spatial processing technologies is the use of separate directional antennas and antenna arrays (AA) of weakly directional elements – beamforming, MIMO (multiple input – multiple output) [3, 7]. The advantage of directional antennas is simplicity. The advantage of antenna arrays is the ability to quickly change the radiation pattern through electronic control of the channel phases and due to the absence of moving parts. These approaches provide forming a narrow beam of the radiation pattern [4].

In the case of directed radiation, electromagnetic energy is concentrated along the line of sight transmitter-receiver. It allows to reduce energy losses compared to non-directional radiation. At the same time, the receiver is only at one point of the line of sight, and in fact, high electromagnetic field strength is required to be provided only at the receiver location (more precisely, the receiver's antenna) [3].

This approach, which we called “spotforming”, makes the use of electromagnetic energy even more efficient than beamforming (Fig. 1).
Spotforming technology or the technology of point focusing of electromagnetic waves implies the use of an antenna system similar to AA. The difference from the known AA is the installation of elements of AA not in one place, but in the space around the working area (room), in which there is need to form a local peak of the field.

In the article [5] it is suggested to use a set of radiators installed along the perimeter around a given point and spatially separated at a distance of several kilometers or more, with several generators synchronized in time. Our approach is intended for the use in working areas, the size of which ranges from a few meters to tens of meters with a single generator and control of the phases of the dipoles.

Antenna arrays as systems with a controlled radiation pattern of a complex shape, is based on a large number of simple weakly directional radiators. Symmetrical short antennas (Dipole Antenna) act as such radiators. Dipole antenna is a short thin piece of the conductor. The characteristics of symmetrical antennas are more fully described by the model of an elementary electric radiator [1]. The case where the length of the conductor is equal to half the wavelength is of greatest interest. Such an antenna is called a half-wave vibrator, whose arm length is $\lambda/4$. Its radiation pattern has the form of a torus (Fig. 2), this means that maximum radiation of such an antenna is directed perpendicular to its axis, and there is no radiation along the axis.

Figure 2. The radiation pattern of a half-wave vibrator
It can be assumed that the electromagnetic wave has a flat front in the far field and contains mutually perpendicular components of electric and magnetic field intensities lying in a plane perpendicular to the direction of wave propagation. With the vertical position of the dipole, the vector of the electric field intensity of the electromagnetic field in the far zone has only the vertical component and is described as follows [2]:

\[ E_0(r, t) = -i \frac{I_0 Z_C}{2\pi} \sin \theta e^{-i(\omega t - kr)} e^{-i\phi_0}, \]

where \( I_0 \) — current in the arms of a dipole; \( Z_C \) — wave impedance; \( k \) — wave number; \( \lambda \) — wavelength; \( \phi_0 \) — initial phase of electric current; \( \theta \) — angle measured from the dipole axis; \( r \) — the distance between the dipole and the point in which the tension is calculated; \( i \) — imaginary unit.

Let us fix the moment of time. The amplitude of the electric field intensity vector decreases inversely proportional to the distance, and the phase increases linearly in proportion to the distance from the dipole. Approximately, this can be written as follows:

\[ E_0(r) \sim e^{-i(-k\bar{r} + \phi_0)}. \]

If the initial phase of the current in the conductor is known, the phase \( \Phi \) of the electromagnetic wave at a given distance \( \bar{r} \) from the dipole calculated by the formula:

\[ \Phi = -k\bar{r} + \phi_0. \]

Consider the case when there are \( N \) half-wave antennas with known coordinates. The antennas are located around the working area (Fig. 3). All antennas are connected to the same generator via phase shifters. According to the formula (2), the field of the \( i \)-th radiator:

\[ E_i(r) \sim e^{-i(-k\bar{r} + \phi_i)}. \]

Figure 3. Illustration of the point interference of waves of a large number of antennas

We specify a point within the working area with known coordinates and form a local peak of the electric field in it. Receiver’s antenna (REC) is placed in that point. The initial phases \( \phi_i \) are set with phase shifters in such a way that at a given point the phases of all individual electromagnetic waves coming from the dipoles are equal.

For example, for certainty, at a fixed point in time:

\[ \Phi_i = -kr_i + \phi_i = 0, \]
where \( r_i \) is the distance between the given point and the \( i \)-th dipole antenna. We assume that \( r_i \gg \lambda \) (the far field for all dipoles). This condition ensures the in-phase of the electromagnetic waves of all dipoles at a given point. The condition of in-phase in general form:

\[
\Phi_i = -kr_i + \Phi = \Phi \pm 2\pi k, \quad k = 0, 1, 2, \ldots
\]  

(6)

Under condition (6), the in-phase addition of electromagnetic waves occurs at a given point. The module of total electromagnetic field intensity:

\[
|E| = \sum_{i=1}^{N} |E_i|,
\]  

(7)

where \( |E_i| \) – the electric field intensity, formed by the \( i \)-th dipole antenna at a given point.

In the central part of the working area, the distances from all the antennas to the given point are approximately equal \( r_1 \approx r_2 \approx \ldots \approx r_N \). Then the modules of electric field intensity of each dipole antenna at this point are approximately equal to \( |E_1| \approx |E_2| \approx \ldots \approx |E_N| = |E_{\text{dip}}| \). So you can write:

\[
|E_{\Sigma}|_{\text{max}} \sim N|E_{\text{dip}}|,
\]  

(8)

where \( |E_{\text{dip}}| \) – the electric field intensity formed by the single dipole antenna at a given point.

The module of electric field intensity at a given point in the central part of the working area is proportional to the number of dipole antennas and the current amplitude on a single dipole.

Here and further, the point where the in-phase addition of waves occurs is called the point of maximum, or maximum, and all other points are called points of periphery, or periphery. The values of the intensities and powers of the electromagnetic field at such points will be denoted by the corresponding indices \( E_{\text{max}} \) or \( E_{\text{per}} \) (\( P_{\text{max}} \) or \( P_{\text{per}} \)).

In all the rest of the working area, except for a given point, the condition (6) is violated and the addition of \( N \) electromagnetic waves occurs with random phases:

\[
|E_{\Sigma}|_{\text{per}} = \sum_{i=1}^{N} |E_i|e^{-i\Phi_i},
\]  

(9)

where \( \Phi_i \) is a random phase which has a uniform distribution on the interval \([-\pi, \pi]\). The module of the resulting electric field intensity in the periphery is proportional to the root of the number of dipoles and the current amplitude of the dipoles on the average.

\[
|E_{\Sigma}|_{\text{per}} \sim \sqrt{N}|E_{\text{dip}}|.
\]  

(10)

The electromagnetic field intensity of the periphery increases more slowly than this value at the maximum with increasing the number of dipoles. This is an important feature of a distributed system of phase controlled antennas, and allows to form an electric field at a given point. This is due to in-phase focusing of radio waves at a given point by controlling the phase of each dipole.

The power of the electromagnetic field is proportional to the square of the electric field intensity. Therefore:

\[
\frac{P_{\text{max}}}{P_{\text{per}}} = \left( \frac{|E_{\Sigma}|_{\text{max}}}{|E_{\Sigma}|_{\text{per}}} \right)^2 \sim \left( \frac{N|E_{\text{dip}}|}{\sqrt{N}|E_{\text{dip}}|} \right)^2 = N.
\]  

(11)
The ratio of the power at the point of maximum to the power of the periphery is proportional to the number of dipoles. Figure 4 shows the relationship between the ratio of the power of the maximum to the power of the periphery averaged over the three-dimensional space of the working zone, and the number of dipoles used, obtained by modeling in the presence of single and double reflections of radio waves from walls, ceiling and floor. That results were obtained by simulation in Matlab. Simulation conditions: operating frequency $f = 2$ GHz, the area under consideration is a parallelepiped size of $8 \times 4 \times 3$ m, distribution of dipoles along the walls is uniform, the dielectric constant of the reflecting material is $\varepsilon = 5$, the maximum point coordinates are $[3.55, 3.08, 1.74]$ m (asymmetric location of the point of maximum).

![Figure 4](image)

**Figure 4.** The estimated relationship between the ratio of the power of the maximum to the power of the periphery and the number of dipoles taking into account the effect of reflection from the walls

The above relations (8), (10), (11) are approximate. In reality, as shown in the figure, in addition to direct propagation of radio waves in buildings, reflections from walls and objects in the work area play an important role. It is furthermore necessary to take into account the mutual influence of the dipoles [1, 2]. Strictly taking into account this influence in the general case is not possible. The following sections describe a prototype for verifying the characteristics of an approach in practice.

**Prototype**

For experimental confirmation of the feasibility of spotforming technology and researching of its properties, a prototype was developed, which is a model of a room size of $1 \times 1 \times 1$ m. On the walls of the room there are dipoles, which are half-wave vibrators. In order to comply with the interference condition, – coherence of radio waves, all dipole antennas are connected to one monochromatic signal generator via system of power dividers. For in-
vestigation the electromagnetic field formed in the area under consideration, is used receiver, which is also a half-wave vibrator. It is connected to a spectrum analyzer to measure the power of the electromagnetic field at the receiver's location. The receiver is moved by means of special mechanisms, which makes it possible to analyze the generated electromagnetic field pattern entirely in any cross section. The prototype and its functional diagram are depicted in Fig. 5 and Fig. 6, respectively.

![Figure 5. The prototype of spotforming technology](image)

![Figure 6. The block diagram of the spotforming system’s transmitting part](image)
The block diagram of the prototype for an arbitrary number of dipole antennas includes a signal generator, power dividers, digital phase shifters that set the initial phase of each dipole antenna to focus the radio waves at a given point. Their number is equal to the number of dipole antennas used. A computer carries out the control of phase shifters.

EXPERIMENTS

The prototype allowed us to observe the real field patterns, formed by a system of distributed dipole antennas. Figure 7 (a, b) shows the obtained power distribution of the electromagnetic field using 8 and 16 dipole antennas. Formed electromagnetic fields are characterized by a clear spot peak, but also by the presence of subordinate maximum, which is inferior in magnitude to the main one. Measurement of the field pattern is carried out in a horizontal plane passing through the maximum point, and measured area located in the center of the “room” and 20 cm apart from the walls (see Fig. 7). This area corresponds to the far field for all dipole antennas. This fact allows us to assume the front of the electromagnetic wave to be flat and ensures the fulfillment of the relations (1–11). The dipole antennas are located at two different heights to avoid symmetry and the occurrence of subordinate maximum.

The working frequency of the experiment is 2 GHz. The measurements were carried out with a step several times smaller than the wavelength. For the experiment using eight dipole antennas, the grid spacing is 4 cm, for the experiment using sixteen dipole antennas – 2 cm. It should be noted that in the first experiment the point of maximum is located approximately in the center of the area under study (its coordinates are \( x = 54 \text{ cm}, \ y = 50 \text{ cm} \)), and in the second – closer to its edge (its coordinates are \( x = 26 \text{ cm}, \ y = 70 \text{ cm} \)). This is done to show that the focusing of waves is attainable at any point of the area under study.

If a small number of dipole antennas are used, the field pattern will be characterized by subordinate maximum of power commensurate with the power of the point of maximum. As the number of dipole antennas used increases, the level and the number of subordinate maximum decrease, and the field pattern takes the “ideal form” shown in Fig. 1. As a result of the experiments, the following values of power at the point of maximum were obtained:

\[
P_{\text{max,8}} = 0.203 \mu W, \\
P_{\text{max,16}} = 0.848 \mu W.
\]

Averaged power at the periphery:

\[
P_{\text{per,8}} = 0.032 \mu W, \\
P_{\text{per,16}} = 0.078 \mu W.
\]

In accordance with the formulas (8), (9), (11):

\[
\frac{P_{\text{max,16}}}{P_{\text{max,8}}} = 4.17 \approx \left( \frac{16}{8} \right)^2 = 4,
\]

\[
\frac{P_{\text{per,16}}}{P_{\text{per,8}}} = 2.44 \approx \frac{16}{8} = 2.
\]
In fact, the power at the periphery increases more slowly than the power of the maximum when the number of dipole antennas used increases. The obtained results are correlated with the estimated dependences. Thus, an important property of spotforming technology, resulting from the expression (11), is the possibility of obtaining any ratio of the power of maximum to the power at the periphery (maximum to periphery ratio) by selecting the number of dipole antennas used depending on the tasks assigned.

Figure 8. Experimentally obtained field patterns for the case of:
8 dipole antennas (a); 16 dipole antennas (b)
CONCLUSION

We proposed Spotforming, a new approach to the spatial concentration of electromagnetic energy: at a given point, rather than in a ray, as in known approaches. This is achieved by in-phase focusing of waves at a given point.

Spotforming allows you to increase the radiation power at a given point without violating the electromagnetic compatibility with other devices in the rest of the space.

The increased power can be used to increase the speed of information transmission in communication networks, to increase the secrecy of communication systems, for wireless power transmission and for other tasks.

The authors are currently working on the application of this approach for the challenges of transferring video streams to virtual reality helmets in order to free the user from the cable between the helmet and the console.

In the long term, the implementation of the change of the location of the point of maximum in the area under consideration in real time is considered, as well as the achievement of the antinodes of the field at several points. This is a generalization of the proposed technology in the case where there are several receivers that can be mobile.
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In order to increase the operating frequency band of the microstrip antenna by the level of the VSWR ≤ 1.2, we propose to use capacitive feed. Simulation was performed using HFSS. The results showed that the use of capacitive feed can expand the operating frequency band to 16.8 %, while the antenna without capacitive feed was 10.9 %.
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INTRODUCTION

Antennas intended for onboard radio systems with a limited power reserve must have a small the VSWR. This is due to the fact that the smaller the VSWR of the antenna, the greater the radiated power (at a fixed input power) and the longer the radio range (at a fixed signal level at the input of the receiver). In addition, such antennas should be small size and not protruding (low profile). The microstrip antennas meet these requirements. However, these antennas often have a resonant frequency characteristic of the VSWR. As a result, the operating frequency band of these antennas is small and, basically, does not exceed a few percent. There are microstrip antennas, whose operating frequency band by level of the VSWR ≤ 2 is 10 % or more [1–5]. However, by level of the VSWR ≤ 1.2 (|S(1,1)| ≤ −20 dB) their operating frequency band is usually less than 10 %. In this regard, an actual task is to develop the wideband microstrip antennas with small the VSWR.

In the previous work [6], such the wideband microstrip antenna with the VSWR ≤ 1.2 in the frequency range of 1.87–2.07 GHz was developed (operating bandwidth – 200 MHz or 10.9 % relative to 1.87 GHz). The antenna had a square reflector with the width of 100 mm or ≈0.7 λ at the upper frequency of the operating frequency band.

The aim of this work was to increase of the width of the operating frequency band by the level of the VSWR ≤ 1.2 and reduce the operating frequencies of the previous antenna while maintaining the size of its reflector.
ANTENNA DESIGN

The antenna design is shown in Fig. 1. The antenna is the microstrip antenna having two microstrips (E and U-form) and the reflector.

In the previous work [6], a coaxial cable core was connected to an E-form microstrip. An additional rectangular microstrip was used to expand the operating frequency band (highlighted in color in Fig. 1b). The designation of the dimensions of an additional rectangular microstrip is shown in Fig. 1c, where w is the width and l is the length.

This microstrip is connected to a 50 Ohm coaxial cable core. The excitation of the E-form microstrip is carried out by means of a capacitive coupling between it and an additional rectangular microstrip. This excitation is called capacitive (capacitive feed) [7–8].

![Figure 1. Antenna design: general view (a); top view (b); rectangular microstrip (c)](image)

THE RADIATION CHARACTERISTICS OF THE ANTENNA

Let us consider the radiation characteristics of the antenna. Characteristics were studied in the frequency range 1.6–2.1 GHz with 10 MHz step. Simulation was performed using HFSS\(^1\).

Fig. 2–4 are shown the frequency characteristics of the VSWR, gain and radiated power for different values w (l = 28 mm).

![Figure 2. The frequency characteristics of the VSWR](image)

\(^1\)Available at https://www.ansys.com/products/electronics/ansys-hfss
From Fig. 2 it is seen that the largest operating bandwidth by the level of the VSWR ≤ 1.2 has the antenna with \( w = 1.8 \) mm. The decrease in \( w \) leads to a shift in the operating frequency band towards the upper frequencies and an increase of the VSWR in the frequency range of 1.80–1.95 GHz. The increase of \( w \) leads to a significant reduction in the operating frequency band by the level of the VSWR ≤ 1.2.

Fig. 2 are shown that the operating frequency band of the antenna with \( w = 1.8 \) mm is in the frequency range of 1.685–1.968 GHz (bandwidth – 283 MHz or 16.8 % relative to 1.685 GHz). For comparison, the previously developed [1] microstrip antenna had the VSWR ≤ 1.2 in the frequency range of 1.87–2.07 GHz (bandwidth – 200 MHz or 10.9 % relative to 1.87 GHz). That is, the use of capacitive feed allowed reducing the operating frequencies of the antenna and increasing the operating frequency band by 83 MHz.

Fig. 3 are shown that the change in \( w \) leads to a slight change in the gain (less than 0.1 dB). This is because the gain is more dependent on the size of the antenna, which has not changed. Antenna gain with \( w = 1.8 \) mm (in the operating frequency band by the level of the VSWR ≤ 1.2) is in the range of 8.0–8.5 dB.

From Fig. 4 it is seen that increasing \( w \) leads to a decrease of the radiated power at frequencies of more than 1.95 GHz and an increase at frequencies of less than 1.68 GHz. These changes are associated with changes in the VSWR of the antenna.

Fig. 4 are shown that the radiated power of the antenna with \( w = 1.8 \) mm (in the operating frequency band by the level of the VSWR ≤ 1.2) is in the range of 0.99–1.00 W (input pow-
This makes it very profitable to use the developed antenna in onboard radio systems with a limited supply of power.

Fig. 5–7 are shown the frequency characteristics of the VSWR, the gain and the radiated power for different values $l$ ($w = 1.8$ mm).

Fig. 5 are shown that the maximum bandwidth of the operating frequency band by the level of the VSWR $\leq 1.2$ of the antenna with $l = 28$ mm (283 MHz – in the frequency range of 1.685–1.968 GHz). The change in $l$ leads to a shift in the frequency characteristics of the VSWR, an increase of the VSWR and a decrease in the bandwidth of the operating frequency.

Fig. 6 are shown that the change in $l$ leads to a small change in the gain (less than 0.1 dB). The highest value of the gain in the operating frequency band by the level of the VSWR $\leq 1.2$ is observed at $l = 28$ mm.

Fig. 7 are shown that the highest radiated power in the operating frequency band by the level of the VSWR $\leq 1.2$ has an antenna with $l = 28$ mm – more than 0.99 W (power at the antenna input – 1 W). The increase of $l$ leads to a shift in the frequency characteristics of the radiated power towards high frequencies, and the increase of the direction of low frequencies.

Analyzing the dependence of the radiation characteristics of the antenna can conclude that the highest the bandwidth of the antenna by the level of the VSWR $\leq 1.2$ has the antenna with the dimensions of a rectangular microstrip $w \times l = 1.8 \times 28.0$ mm$^2$. 
CONCLUSION

Thus, the use of a capacitive feed with the dimensions of a rectangular microstrip \( w \times l = 1.8 \times 28.0 \text{ mm}^2 \), has allowed to increase of the bandwidth of the antenna by the level of the VSWR ≤ 1.2 with 200 MHz (1.87–2.07 GHz) to 283 MHz (1.685–1.968 GHz) or 16.8 % relative to the minimum operating frequency (10.9 % at the source [6]). In the operating frequency band, the radiated power of the antenna exceeds 0.99 W, and the gain is in the range of 8.0–8.5 dB. The obtained characteristics make it very profitable to use the developed wide-band antenna in onboard radio systems with a limited supply of power.

This work was financially supported by Russian Science Foundation (Project No. 16-19-10537).
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The convolutional neural network from the LenetMnistExample of the DeepLearning4j framework is described and applied for pollen grains classification. The selected basic topology of the LeNet neural network was not changed; the loading of images was modified, and the number of classes of the classification task (outputNum) as well as the subsample size of examples (batchSize) were changed. Training (1520 photos) and test (380 photos) samples of four classes of pollen grains were formed. The quality metrics values calculated according to the results of the test sample classification are: 1) Accuracy = 0.9289; 2) Precision = 0.9306; 3) Recall = 0.9266; 4) F1 Score = 0.9282.
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INTRODUCTION

In modern society, the trend towards automation and computerization of various technological processes is becoming increasingly prevalent. The number of areas using computer analysis for the recognition of various objects is very significant and continues to increase. And one of the promising areas using this technology is pollen analysis. Nowadays, there are a number of studies based on the recognition of pollen grains, determining their characteristics.

In the article [1] authors researched an automation of the process for the classification of pollen grains. An updated set of three schemes of pollen extractors and four algorithms for machine learning were implemented. This is CST, BOW, CST + BOW. With the usage of the BOW + CST method and the C-SVC classifier, the percentage of correct classifications reached 94%. This was the best result in this research. BOW and CST individually had low accuracy.

In the work [2] there is described a semiautomatic system for pollen grains analysis with the usage of computer vision for increasing the number of processed data. Computer vision
algorithms was used for automation. High performance was achieved with minimal parameter settings.

The authors of the paper [3] developed a method based on the detection of small shifts at the absolute direct current level of the cantilever deflection signal that occurs when the body is tied to the tip during atomic force microscopy. The addition of recognition images gives the microscope the ability to identify certain types of molecules at the level of one molecule without compromising their topographic characteristics.

In the article [4] there are results for creating an automatic system that produces microscopic analysis of biological particles. As a basis, the authors took an analytical approach. This system has yielded good results in the collection of pollen data. The accuracy of detecting pollen grains using this method is 90%.

In the paper [5] authors carried out research in the field of automatic recognition of pollen grains. In their work they used the OpenCV recognition library and the method of point marks on the object. Accordingly, the neural network correctly recognized about 72% of the pollen grains.

Authors of the work [6] carried out work on the development of automated recognition of pollen. The AMIT Leitz Ergolux AMC trinocular microscope was used, which was equipped with a stepped step X-Y-Z with computer-controlled Quick Step. To solve the problem associated with an intensive computational process of image processing, this work used a hierarchical approach. In this paper, for the first time, a system was provided that has the potential to produce slides made with a microscope that contain pollen grains.

In the paper [7] authors conducted an exhaustive analysis of the conformity of the texture of the pollen grains and its taxon. They used the method of textures – an effective method for identifying pollen. The results reflect the excellent characteristics of the textures descriptors LGF and DTM, as well as the usefulness of the combined approach in the proposed problem of pollen classification. A significant classification accuracy of more than 80% has been achieved.

Author of the paper [8] developed software for computer vision that can help researchers in the classification and analysis of pollen. Using the FLLT method, which makes up the implicit contours of the object, after which the segmentation procedure is performed. And then it is possible to classify pollen grains. In his view, a two-stage method is required for computer-classical classification of images. Fourier descriptors using centroid distance have been defined as an ideal way of determining the similarity of a figure.

In the work [9] authors used a method for classifying pollen grains, which involves determining the size and density of sculptural elements grain, also paying attention to the complexity of the relief of the surface of the pollen. The results of the studies support the theory that a combination of high resolution microscopy and analysis of computational images can generate a classification at subtle taxonomic levels that are not available to specialists. In the paper, they also carried out the classification of textures using histograms of local quantum spots of images, which gave an accuracy of more than 85%, but did not provide high interpretability.

Authors in paper [10] carried out work on the automation of differential blood counting (DBC). An effective automatic system for differential blood analysis was developed. It does not require user settings and any intervention in the human process. The segmentation scheme used in the system can be easily adapted for any given data set with a known magnification. However, for this method to be clinically useful, it is necessary to improve the process associated with the processing of clustered data cells. The database of blood bodies was obtained from the database of stained May-Grunwald Giemsa stains (IGY). The classification accuracy was 80%.

Authors in the article [11] carried out research to automate the processing of data associated with pollen. They describe a method for classifying pollen that uses different grain attributes in the multi-layered decomposition of areas in the pollen image. Here researchers use a hierarchical classification. This method resulted in one of the highest classification rates. At the first stage, the
method first classifies pollen types into two broad groups, depending on the appearance of the texture. In the second stage, the method classifies the pollen using the decomposition method, which creates several layers for each sample. The accuracy of the method is 80%.

As we see attempts for automation of the process of classification of pollen grains on microphotographs were made. Some of them has a high accuracy of recognition. However, the problem wasn’t completely solved, i.e. until now there is no method for determining the botanical and geographical origin of honey and other bee products, based on a fully computer analysis of pollen grains.

Determining the grain’s belonging to the plant species by a highly qualified operator is an expensive procedure, but it is still the most accurate and effective one.

The relevance of the use of computer analysis in the control of honey can be explained, firstly, by the possibility of determining the fact of falsification of honey by identifying the correspondence between the name of honey and the belonging of pollen grains to a particular plant. It can find its application in the provision of services for analyzing the quality of honey, its belonging to a particular monoflorous sort of honey that will allow issuing certificates confirming the quality of honey.

Computer pollen analysis is relevant in many areas of science and production, such as control of botanical and geographical honey origin, pharmaceutical industry, ecology, palinology, etc.

Palynological data are used in a wide range of areas, but the problems of classification and counting of pollen grains require high qualification and labor intensity. The development of an automated pollen identification and classification system will bring great benefits. Previous attempts at computer classification have used approaches that by nature were difficult to develop into fully automated systems able to operate independently to a considerable extent.

In this work, to solve the pollen grains classification problem, the convolutional neural networks were chosen, as they have been successfully used for image processing in recent years [12–14].

Artificial neural network of Fukushima (Cognitron, 1975) [15] was the first convolutional artificial neural network, which borrowed the ideas embodied by nature in the visual cortex for informatics. The convolutional network in its modern form appeared in the works of LeCun (LeNet, 1989) [15].

THE METHOD OF THE EXPERIMENT

As a base, the artificial neural network topology was chosen from the example of the LeNetMnistExample of DeepLearning4j framework\(^1\). In this example, the classification problem of handwritten digits images with size of 28×28 from the MNIST database\(^2\) training sample is solved.

During experiments, the selected basic topology of the LeNet neural network was not changed; the loading of images was modified, and the number of classes for the classification task (outputNum) and the subsample size of examples (batchSize) were changed.

Typical image processing using convolutional neural network LeNet is shown in Fig. 1 [16], where the feature maps (matrixes) obtained at the outputs of sequential layers of the neural network are shown schematically.

The following parameters of the LeNet neural network layers were used in the experiments:

---

1 \[http://DeepLearning4j.org\]
2 \[http://yann.lecun.com/exdb/mnist/\]
The use of convolutional neural network LeNet for pollen grains classification

0. Input image: size of 28×28, 1 RGB colors layer. The size of the input multidimensional array is 28×28×1.

1. Convolutional layer (Convolutions): the convolution kernel size of 3×3, the number of different convolutions (feature filters) 20, linear neuron activation function (Identity). At the layer output a multidimensional array of size 28×28×20 is derived.

2. Subsampling layer (Subsampling): the kernel size of 2×2, maximum function (Max). At the layer output a multidimensional array of size 14×14×20 is derived.

3. Convolutional layer (Convolutions): the convolution kernel size of 5×5, the number of different convolutions (feature filters) 50, linear neuron activation function (Identity). At the layer output a multidimensional array of size 14×14×50 is derived.

4. Subsampling layer (Subsampling): the kernel size of 2×2, maximum function (Max). At the layer output a multidimensional array of size 7×7×50 is derived.

5. Dense layer (Fully connected): number of neurons 500, ReLU (Rectified Linear Unit) neuron activation function. At the layer output an array of size 500 is derived.

6. Output layer (Output): number of neurons (classes) 4, SoftMax neuron activation function. At the layer output a array of size 4 is derived.

**Figure 1.** Image processing by convolutional neural network

**EXPERIMENTS**

Block diagram used for experiments is shown in Fig. 2. The following parameters were used during the training of convolutional neural network: 1) number of output neurons: 4; 2) the subsample size of examples (batchSize): 128; 3) number of training epochs (epochNum): 1000; 4) the number of iterations at each epoch: 1; 5) L2 regularization weight: 0.0005; 6) learning rate: 0.01. For fitting the neural network was used the optimization algorithm “stochastic gradient descent” with updater “Nesterovs”.

During the experiments, a pollen grains sample containing 4 classes of grains was used: 0) Centaurea scabiosa; 1) Helianthus; 2) Pisum; 3) Fagopyrum. Examples of images from each class are shown in Fig. 3. All images were split into training and test samples containing about 80% and 20% of images from each class respectively. Table 1 shows the number of images from each class in the samples.

The results of the test sample classification obtained during the experiments are presented in Table 2. Let’s consider the data in table 2 for class 0: a total of 88 samples from this class are in the test sample, of these, the neural network related 79 samples to class 0, 1 sample to class 1 and 8 samples to class 2. The quality metrics values calculated according to the results of the test sample classification are: 1) accuracy = 0.9289; 2) precision = 0.9306; 3) recall = 0.9266; 4) F1 score = 0.9282.
**Figure 2.** Block diagram used for experiments

**Figure 3.** Examples of images used in the experiments

**Table 1.** Number of images in experiments

<table>
<thead>
<tr>
<th>Sample</th>
<th>Class 0</th>
<th>Class 1</th>
<th>Class 2</th>
<th>Class 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>352</td>
<td>496</td>
<td>352</td>
<td>320</td>
</tr>
<tr>
<td>Test</td>
<td>88</td>
<td>124</td>
<td>88</td>
<td>80</td>
</tr>
<tr>
<td>Total</td>
<td>440</td>
<td>620</td>
<td>440</td>
<td>400</td>
</tr>
</tbody>
</table>
Table 2. Classification results for the test sample

<table>
<thead>
<tr>
<th>Neural network output</th>
<th>Target output</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Class 0</td>
</tr>
<tr>
<td>Class 0</td>
<td>79</td>
</tr>
<tr>
<td>Class 1</td>
<td>1</td>
</tr>
<tr>
<td>Class 2</td>
<td>8</td>
</tr>
<tr>
<td>Class 3</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>88</td>
</tr>
</tbody>
</table>

CONCLUSIONS

The results obtained in experiments on the test sample showed the applicability and high efficiency of the chosen apparatus of convolutional neural networks for solving the pollen grains classification problem, which is confirmed by high values of classification quality metrics.

In further researches, it is necessary to improve the sample by increasing the number of pollen grain classes, and the number of pollen images in the classes. After that, this neural network can be used in the automatic honey pollen analysis software.
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In this paper, we consider the version of network coding (COPE-like), that allow compressing data for more effective usage of the wireless medium. We discuss the possibility of its application in the networks of Unmanned Aerial Vehicles (UAV) – Flying Ad hoc Networks. We have carried out an emulation of the network coding usage and analyzed its results.

Keywords: network coding, B.A.T.M.A.N, Flying Ad-hoc Networks, Unmanned Aerial Vehicles, ns-3.

INTRODUCTION

Wireless networks assume using common medium for data transmission between the nodes. Multiple access methods such as TDMA, FDMA and CDMA are used to access the transmission medium. In this case, each node hears all messages in the network but drops ones addressed to the other nodes.

Network coding (NC) is a spectral efficient aid to multicasting \cite{1–7}. COPE-like NC \cite{8} makes it possible to reduce the ineffective use of the transmission medium by compressing two packets transmitted on the network into one. The principle of COPE-like network coding is shown in Figure 1. Node A sends packets to node C and node C sends packets to node A. Node B is a NC-enabled relay. Using COPE-like NC we need only 3 timeslots instead of 4 timeslots in traditional approach.

Network coding in this form (COPE-like) can be used in Unmanned Aerial Vehicles (UAV) networks (Flying Ad hoc Networks, FANETs) for efficient data transmission using intermediate nodes (drones) \cite{9–10}. In our previous articles we estimated efficiency of data delivery in FANETs using simulation setup with and without COPE-like Network Coding \cite{11–12}. The following sections consider the emulation of an UAV network of three nodes and analyze the results and prospects of using network coding in them.
EMULATION DETAILS

Network emulation scheme with the Ubuntu (Linux) virtual machines that are physically connected through the discrete-event network simulator for Internet systems called ns-3 was chosen as a testbed for network coding. The advantages of the presented solution are that the use of virtual machines instead of simulated nodes brings results closer to reality, and since the transmission medium itself is a simulation, we can implement any network topology, the movement of nodes in it, the standard of wireless data transmission and the model of transmission errors. Figure 2 shows the scheme and the used stack.

Nodes emulation details

Nodes in the scheme are implemented as virtual machines running OS Ubuntu 16.04 (Linux) with a pre-installed package B.A.T.M.A.N. [13][14] that contains the network coding algorithm. We used GStreamer package to transmit 60 seconds long video file as RTP traffic between nodes. This protocol provides the ability to determine transmission losses based on packet headers.
Medium simulation details

The mentioned virtual machines are physically connected through a simulator ns-3. We used 802.11ac wireless standard, “OFDM Rate 54 Mbps” signal propagation model and Constant Rate Wi-Fi error model as physical layer of the transmission. We also disabled channel layer frame retransmissions to see more realistic picture of losses.

STATIC NODES SCHEME

Firstly, we consider the topology of the network with three static nodes located 50 meters apart. It is shown in Figure 3. The communication between nodes A and C is carried out through the relay node B. Nodes A and C transmit data each other.

![Figure 3. Static nodes scheme](image)

Data transmission was carried out using the network coding algorithm and without it. We tested influence of the bitrate on the transmission quality in this scheme. Data is transmitted on rates 1.25, 2 and 5 Mbps. The results are shown in Figure 4.

![Figure 4. Results for static relay node scheme:](image)

\[ a \]

\[ b \]

We can estimate the transmission quality by comparing Packet Delivery Ratio (PDR). It is simple metric defined as a ratio of the number of delivered packets to the total number of sent packets:

\[
PDR = \frac{DP}{SP},
\]

where \( PDR \) is Packet Delivery Ratio, \( DP \) is the count of delivered packets and \( SP \) is the total count of sent packets.

On the other hand, [15] introduces the concept of “coding gain” to measure the advantage of network coding. It is the ratio of the number of transmitted packets without applying network coding to the number of packets transmitted in the network using it:
where $CG$ is coding gain, $S$ is the number of transmitted packets without use of network coding and $S_{nc}$ is the number of transmitted packets using it.

No data loss occurs when data is transmitted at 1.25 Mbps. Network coding gives a slight advantage at data delivery with 2 Mbps rate. However, it is inferior to data transfer without the use of network coding at 5 Mbps. The degradation of the packet delivery ratio with the high-speed data transmission can be explained by the fact that due to the peculiarities of implementing network coding in the B.A.T.M.A.N., the buffer gets overflowed quickly at the relay node and packets are beginning to be dropped.

Obviously, the higher is coding gain, the more efficient we use the transmission medium. Figure 4 (b) shows a graph of the dependence of the “coding gain” on the bitrate on the relay node. We can see that the relay node uses the transmission medium up to 150 % more efficiently when using network coding.

**MOBILE RELAY NODE SCHEME**

Figure 5 shows the second scheme. There are two fixed nodes located at a distance of $X$ meters from each other, and the relay node that circulates between them at a speed of 35 m/s, along a circle with a radius of $X/4$ meters, centered at the point $X/2$ meters.

![Figure 5. Mobile relay node scheme](image)

As in the first case, video data is transmitted simultaneously from node A to node C and backwards. $PDR$ and $CG$ metrics are measured depending on the distance $X$.

As the distance between nodes and the radius of circulation of the relay node are growing, the quality of data transmission naturally decreases. Particularly nodes A and C are within line of sight at $X$ equal to 60 meters so the relay node is not used for transmission. And the connection is completely lost with the range of 120 meters.

Since the transmission losses may vary in a high range it would be obviously to measure coding gain relative to the number of delivered packets:

$$CG_{PDR} = \frac{S}{S_{nc}} \frac{PDR_{nc}}{PDR},$$

(3)
where \( CG_{PDR} \) – is the coding gain relative to the number of delivered packets, \( PDR \) is the packet delivery ratio without using coding gain and \( PDR_{nc} \) is the packet delivery ratio using coding gain. Figure 6 depicts the dependencies of the \( PDR \) and the coding gain relative to \( PDR \) from the distance \( X \) between nodes A and C using network coding and without it.

\[
\text{Figure 6. Results for mobile relay node scheme:} \\
PDR – distance dependence (a); \ CG_{PDR} – distance dependence (b)
\]

\( PDR \) is reduced by an average of 9.5% with the use of network coding. This can be attributed to the fact that B.A.T.M.A.N. uses long message storage buffers for network coding and the search takes relatively long time therefore the quality of the transmission becomes worse in mobility conditions. Meanwhile Figure 6 (b) shows that the coding gain is also retained for the mobile scheme. The wireless medium is used at 5–70% more efficiently depending on the distance using network coding. Degrading of the coding gain with the high range between the nodes as well as \( PDR \) is associated with increased delays.

CONCLUSION

According to the results of real-time emulation, we can say that network coding is a powerful tool that allows using the transmission medium resources more efficient. It is especially important in wireless networks. Real-time network emulation with the mobile relay node shows that network coding has the potential for both static topologies and mobile ones. Network coding reduces amount of the transmitted packets in network for 5–70% depending on transmission reliability. However, we should take into account that the larger message buffers for decoding, the longer delays searching for the desired message. In the future work it is necessary to find a balance between the permissible delays and the efficiency of data compression.

\textit{The reported study was funded by RFBR according to the research project № 18-37-00218 mol_a.}
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The paper presents studies of the velocity of propagation of a horizontally polarized shear wave (SH wave) in an aluminum hollow cylinder. The results of simulation of SH wave propagation using the finite element method are presented. Approbation was carried out on an aluminum cylinder using piezoelectric transducers with a dry point contact at a frequency of 105 kHz. Dependences of the SH wave velocity on the direction of propagation in a hollow cylinder are obtained.
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INTRODUCTION

The modern acoustic guided wave method in nondestructive testing is based on the use of longitudinal, torsional or flexural waves, as well as symmetric and antisymmetric modes of Lamb waves [1–3]. In studying the processes of propagation of these types of waves in plates and hollow cylinders, in most cases it is assumed that the properties of the material in which the wave propagates are isotropic. In the presence of anisotropy, as a rule, the pattern of velocity distribution along the directions changes [4–6]. Changes in the velocity of wave propagation are also caused by inhomogeneities in the cross section, structural features of the control object, and various types of defects [3, 5–6]. When studying the change wave velocity under the influence of these factors, it is necessary to take into account the qualitative state of the testing object, the presence in it of stressed-deformed sections, the design features of the transducers used, the parameters of the hardware, the size and position of the defects, and etc. [2, 5–8]

It is known from literature sources [3, 9–17] that when testing pipelines in circumferential and axial directions, SH waves (or TH waves) are used. The advantage of using this type of wave is that the fundamental mode SH0 does not have dispersion, is more sensitive to defects, and has a relatively smaller attenuation [3, 18–23]. To increase the sensitivity of the guided wave method, focusing methods using phased arrays [24–30] are practiced. The most common are the synthetic aperture focusing technique (SAFT) [30–36], the total focusing method
(TFM) [25, 37–39], the common source method (CSM) [32, 40]. When using any of the methods for calculating the coordinates of the focus point, the wave propagation velocity is used, while it is assumed that it does not change depending on the direction. In the presence of anisotropy of the material properties of the pipeline, the velocity change from the direction is taken into account. Nevertheless, even in an isotropic material, in the presence of bends and deformations of the testing object, the wave velocity can have significant distinctions in different directions.

This paper presents numerical and experimental studies of the propagation velocity of the SH0 mode of a shear wave in a hollow cylindrical aluminum isotropic testing object with a diameter of 300 mm at a frequency of 105 kHz.

**GENERAL THEORY**

All types of waves can exist in solids: volumetric (longitudinal and transverse waves), surface and subsurface (Rayleigh and head waves), Lamb waves in layered media, and Pochhammer waves in rods. Longitudinal oscillations are associated with the elasticity of the volume of the medium and can propagate in solid, liquid, and gaseous media. Transverse (shear) vibrations are associated with the elasticity of the shape and can only propagate in a solid medium that is capable of resisting shear deformation. Due to the polarization process, i.e. the relationship of the direction of propagation and the direction of particle oscillation, for example, transverse waves can be horizontally and vertically polarized. A horizontally polarized transverse (shear) wave is also called a $\mathbf{tH}$-wave, in which the particles of the medium oscillate perpendicularly to the plane of incidence. Such wave represents a pure shift [28].

Guided waves (Pochhammer waves, guided longitudinal, flexural and torsional waves, Lamb waves) exist in testing objects, which are represented layered media (bars, pipes, tubes, rods, plates, etc.). Guided waves, in turn, are divided into two types: longitudinal (symmetrical) and flexural (antisymmetric) waves. In longitudinal guided waves, the motion occurs symmetrically with respect to the axial direction of testing object and the axial (longitudinal) displacement component predominates. In flexural guided waves in the axial direction, flexure occurs and the transverse component of displacements predominates. In addition to symmetrical and antisymmetrical waves, a torsional wave can propagate in extended cylindrical objects, in which there is only one azimuth displacement component. The motion of the wave is symmetrical with respect to the axial direction and represents the rotation of the cross section of the cylindrical object with respect to this axis [28].

Waves propagating along the surface of the material are called Rayleigh or surface waves. These waves have elliptical motion of particles [28].

The types of waves are shown in Table 1. As an example, in Figure 1 shows the dispersion curves for an aluminum plate with a thickness of 5.675 mm and a hollow cylinder with an outer diameter of 300 mm, which are studied in the work.

In studies of the propagation of a horizontally polarized shear wave, the frequency was 105 kHz. From the above dispersion curves it follows that, at a given frequency, the fundamental symmetric and antisymmetric modes of the Lamb wave and the horizontally polarized shear wave can exist in the testing object when considering it in the form of a curved plate. When considering the testing object in the form of a hollow cylinder, taking into account the wave propagation along the waveguide (in axial direction of the cylinder), there may exist in it modes of the lowest order of the longitudinal and flexural waves and the fundamental mode of the torsional wave. Since the direction of wave propagation is taken into account in this work, the velocities of the symmetric mode 5329 m/s, the antisymmetric mode 3012 m/s and the horizontally polarized shear wave of 3162 m/s are used as theoretical data (Figure 1a).
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<table>
<thead>
<tr>
<th>Wave</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>L(0,m)</td>
<td>Axisymmetric mode of guided longitudinal wave, m – mode number</td>
</tr>
<tr>
<td>T(0,m)</td>
<td>Axisymmetric mode of guided torsional wave, m – mode number</td>
</tr>
<tr>
<td>F(n,m)</td>
<td>Non-axisymmetric mode of guided flexural wave, n – circumferential order, m – mode number</td>
</tr>
<tr>
<td>Am</td>
<td>Antisymmetrical mode of Lamb wave, m – mode order number</td>
</tr>
<tr>
<td>Sm</td>
<td>Symmetrical mode of Lamb wave, m – mode order number</td>
</tr>
<tr>
<td>SHm</td>
<td>Horizontally polarized shear wave, m – mode order number</td>
</tr>
<tr>
<td>R</td>
<td>Rayleigh (surface) wave</td>
</tr>
</tbody>
</table>

**Figure 1.** Dispersion curves of group velocities in an aluminum plate (a) and an aluminum hollow cylinder (b): S – symmetrical mode of Lamb wave, A – antisymmetrical mode of Lamb wave, SH – horizontally polarized shear wave, L – longitudinal wave, F – flexural wave, T – torsional wave (designations are presented in Table 1)

**Table 1.** Wave type designation and description

<table>
<thead>
<tr>
<th>Wave</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>L(0,m)</td>
<td>Axisymmetric mode of guided longitudinal wave, m – mode number</td>
</tr>
<tr>
<td>T(0,m)</td>
<td>Axisymmetric mode of guided torsional wave, m – mode number</td>
</tr>
<tr>
<td>F(n,m)</td>
<td>Non-axisymmetric mode of guided flexural wave, n – circumferential order, m – mode number</td>
</tr>
<tr>
<td>Am</td>
<td>Antisymmetrical mode of Lamb wave, m – mode order number</td>
</tr>
<tr>
<td>Sm</td>
<td>Symmetrical mode of Lamb wave, m – mode order number</td>
</tr>
<tr>
<td>SHm</td>
<td>Horizontally polarized shear wave, m – mode order number</td>
</tr>
<tr>
<td>R</td>
<td>Rayleigh (surface) wave</td>
</tr>
</tbody>
</table>
FINITE ELEMENT PREDICTION

Numerical calculation was carried out using the finite element method, implemented in COMSOL Multiphysics. The model (Figure 2) included a cylindrical aluminum object with length of 1.2 m, with an internal cavity 288.65 mm in diameter, and a wall thickness of 5.675 mm (Figure 2a). The discretization step for the finite element grid (mesh) was selected based on the condition: at least five finite elements per wavelength. Thus, the grid step was no more than 5.81 mm, and the total number of finite elements is 300963 (Figure 2b).

On the outer cylindrical surface, in the middle of the object, the only (in addition to the default boundary conditions: Linear elastic material, Free, Initial values) boundary condition Point Load was set in the form of a tangential azimuth force action (Figure 2a). The form of the force action is shown in Figure 3, has a fundamental frequency in the pulse spectrum of 105 kHz and is described by the formula:

\[
U(t) = U_0 \cdot e^{-\beta t^2} \cdot \left(\omega \cdot \cos(\omega t) - 2\beta \cdot \sin(\omega t)\right),
\]

where \( U_0 \) is the amplitude, \( \beta \) is the attenuation coefficient, \( t \) is the time, \( \omega = 2\pi f \) is the cyclic (circular) frequency.

Table 2. Material properties

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Young’s modulus, ( E )</td>
<td>71 GPa</td>
<td></td>
</tr>
<tr>
<td>Shear modulus, ( G )</td>
<td>26.7 GPa</td>
<td></td>
</tr>
<tr>
<td>Poisson’s ratio, ( \eta )</td>
<td>0.33</td>
<td>-</td>
</tr>
<tr>
<td>Shear wave velocity, ( C )</td>
<td>3145 m/s</td>
<td></td>
</tr>
<tr>
<td>Density, ( \rho )</td>
<td>2700 kg/m³</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2. 3D model of the pipe (a) and finite element mesh (b): pipe length is 1.2 m, point of application of tangential force is located at a distance of 0.6 m from the pipe end.
With such force action, a SH wave directed along the cylinder, a symmetric Lamb wave mode directed in circumferential direction, and an antisymmetric mode propagating in all directions were formed in the hollow cylinder. At the initial moment of time, the shape of the elastic displacements pulse has a similar shape (Figure 3) and at an amplitude of the force action of 6.6 N has a displacement amplitude of 50 pm.

As an example, in Figure 4 shows the distribution of elastic displacements at time 40 μs and 100 μs. A symmetric S0, an antisymmetric A0 of the modes of the Lamb wave, and a horizontally polarized shear wave SH0 are observed.

![Figure 3. Pulse of the tangential force action (calculated by the Formula 1) and the shape of the elastic displacements pulse (calculated in the program): arrows indicate the correspondence of the graphs to the axes](image)

To estimate the propagation velocity of the SH wave, formulas for constructing registration points equidistant from the point of application of the tangential force action at a distance of 300 mm are used which describe the construction of a circle in a cylindrical coordinate system:

$$x = R \cdot \sin \left( \frac{D}{R} \cdot \sin (\alpha) \right),$$

$$y = h_0 + R \cdot \cos (\alpha),$$

$$z = R \cdot \cos \left( \frac{D}{R} \cdot \sin (\alpha) \right),$$

(2)
where \( R \) is the outer radius of the hollow cylinder, \( D \) is the outer diameter of the hollow cylinder, \( \alpha \) is the angle of propagation direction of the wave (varies from \(-\pi/2\) to \(3\pi/2\) in steps of \(\pi/180\)), \( h_0 \) is the coordinate along the \( y \) axis, where applied the tangential force (the height of the cylinder is directed along the \( y \) axis).

Using these formulas, the amplitude of the displacements at the points on the surface of the hollow cylinder was estimated (Figure 5) and the signals were plotted for the displacement components (Figure 6). As the analyzed one, the azimuth component is chosen whose displacement corresponds to the displacements in the SH wave directed along the axis of the hollow cylinder.

In the presented signals (Figure 6), displacements corresponding to the symmetric S0 and antisymmetric A0 modes of the Lamb wave and the horizontally polarized shear wave SH0 are observed. The symmetrical mode in the frequency range up to 10 to 500 kHz has a high dispersion, its velocity varies from 5200 m/s at a frequency of 10 kHz to 1760 m/s at a frequency of 440 kHz, so on the signal accepted in the axial direction, low-frequency LF and high-frequency HF symmetric mode of the Lamb wave are observed. There is also a symmetric mode of the Lamb wave of the second order S2 at a frequency of 670 kHz, whose velocity is 4730 m/s. In the circumferential direction of the cylinder, the symmetrical mode is registered in the forward direction FD and in the reverse direction RD. The distance traveled by the wave corresponds to 300 mm and 642.5 mm.

**Figure 4.** Distribution of displacements at time \( t = 40 \mu s \) (a) and \( t = 100 \mu s \) (b): rainbow graduation is used, the dark blue color corresponds to zero displacements, the dark red corresponds to the maximum displacements (approximately 50 pm)
The main disadvantage in the study is the presence of an antisymmetric mode, which propagates at a velocity comparable to the velocity of a horizontally polarized shear wave. The pulse shape of the antisymmetric mode contains a whole spectrum of frequencies and represents a pulse with a high-frequency component that smoothly converts to a low-frequency component having a lower velocity. To avoid the influence of the antisymmetric mode on the measurement result, a band-pass filter of high order with cut-off frequencies of 90 and 120 kHz was used to analyze the propagation velocity of a horizontally polarized shear wave.

The investigated horizontally polarized shear wave had the expected maximum amplitude of displacements in the axial direction, which gradually decreased with the change in the registration coordinates of the signal. The shape of the pulse had a similar form with the shape of the probing pulse (Figure 3).

According to the arrival time of the force pulse, the propagation velocity of the SH wave was estimated on the formula:

\[ C = \frac{L}{t_{RP} - t_{PP}}, \]

where \( L \) is the distance passed by the wave, \( t_{RP} \) and \( t_{PP} \) are the time recorded in the receiving and probing pulses respectively (as a rule, in the zero crossing).

It was assumed that the distance traveled by the wave was 300 mm.

**EXPERIMENTAL SETUP**

In experimental studies, an aluminum balloon with an external diameter of 300 mm was used. Two types of measurements were produced on the balloon: wall thickness and wave propagation velocity. Schemes of experimental setups are shown in Figure 7.

The technique for measuring the wall thickness was as follows. The balloon surface was uniformly marked (Figure 8) with step in the axial direction of 50.5 mm and step in the azimuth direction of 12°15', corresponding to 58.9 mm. Thus, in the axial direction 13 points are marked, in the azimuth – 16, in total – 208 points. At each point, a measurement was made at a frequency of 5 MHz using a high-frequency DIO-1000PA and a contact fluid. On the received signals (Figure 9a), to increase the accuracy of the measurements, the fourth reflection from the balloon walls was evaluated. The sampling frequency was 205 MHz.

The method for measuring the velocity of wave propagation included the following steps. Marking on the surface of an aluminum cylinder in the form of a circle with a graduated scale every degree. Excitation and reception of SH waves using specialized transducers with dry point contact at a frequency of 105 kHz using a low-frequency DIO-1000LF. Measurement of
the propagation time of the wave according to the received signals and the translation of the time value into the velocity according to the formula (3). The distance traveled by the wave was 303 mm. To increase the accuracy of calculating the wave propagation velocity, the sampling frequency of the signal increased to 41 MHz, only the received signal of a horizontally polarized shear wave was recorded (Figure 9b).

Both in measuring the wall thickness of the balloon and in measuring the wave propagation velocity, the propagation time of the wave was estimated from the transition from the positive to the negative phase of the elastic oscillations.

RESULTS AND DISCUSSION

Figure 10 shows the results of measuring the wall thickness of an aluminum balloon. On the distribution the wall thickness is observed, and on the right side (values in the azimuth component from 150 to 300 degrees) it has higher values compared to the left part (values for the azimuth component from 0 to 120 degrees). There is also a local minimum in the region of
20 degrees in the fourth quadrant, corresponding to a wall thickness of 5.39 mm. Thus, in one direction along the azimuth from the origin, the wall thickness increases (1 and 2 quadrants) from 5.47 to 5.75 mm, on the other side (3 and 4 quadrants), first decreases, then increases and lies in the range from 5.42 to 5.63 mm. The average value of the wall thickness from the results of all measurements was 5.61 mm.

This unevenness in the wall thickness can be explained by the technological treatment of the balloon surface during its manufacture. In turn, such processing could lead to inhomogeneity in the structure of the material.

**Figure 7.** The experimental setup: for measuring the wall thickness (a); for measuring the propagation velocity of the horizontally polarized shear wave (b)
Figure 11 shows the dependence of the propagation velocity of a horizontally polarized shear wave on the wave propagation direction. Simulation showed that in circumferential direction of the hollow cylinder wave velocity is higher, which is explained by the smaller distance traveled by the wave. Since the curved surface of the hollow cylinder has an inner and outer diameter, the wave overcomes a relatively smaller distance along the inner surface, which is expressed in an increase in the propagation velocity (which, as such, does not occur). In this case, the shape of the pulse is distorted and the further the wave propagates, the stronger this distortion (for example, the longitudinal wave pulse in Figure 6b in the opposite direction does not have the same form as in the forward direction). The velocity of the horizontally polarized shear wave in the axial direction was 3133 m/s, which can be assumed not to be distorted by the curvature of the surface of the hollow cylinder. The velocity in the circumferential direction was 3220 m/s, the minimum value of 3115 m/s is observed at angles of 10-15 degrees in each quadrant. The average velocity value from the results of all measurements...
was 3181 m/s. Thus, the range of velocity variation based on simulation results was 95 m/s (from 3115 m/s to 3220 m/s).

![Figure 9](image-url) Signals obtained at one of the points on the outer surface of a hollow cylinder when measuring its wall thickness (a) and when measuring the propagation velocity of the horizontally polarized shear wave (b)

When evaluating the experimental results, a similar dependence is observed with the simulation results in terms of increasing the propagation velocity in circumferential direction of the hollow cylinder. Thus, the maximum velocity is observed in the circumferential direction and is 3306 m/s. A minimum velocity of 3109 m/s is observed in the direction of the minimum wall thickness of the aluminum balloon, with the minimum velocity range lying in the range of 325 to 350 degrees in the fourth quadrant. The decrease in the velocity of wave propagation is partly explained by the same principle as the change in velocity in the circumferential direction: the wave travels a greater distance, since the radius of curvature of the inner
surface of the hollow cylinder increases. However, it must be taken into account that when manufacturing a cylinder as a result of technological operations, changes in the structure of the material may have occurred, which affected the elastic properties. The average velocity for all calculations was 3191 m/s. In this case, the range of variation based on the results of experimental measurements was 197 m/s (from 3109 m/s to 3306 m/s).

Figure 10. Results of thickness measurement: the markup corresponds to the Figure 8, solid lines indicate the lines of the contour with the same value of the wall thickness

CONCLUSIONS

According to the results of studies of the propagation of a horizontally polarized shear wave in a hollow aluminum cylinder, the following conclusions can be drawn.

The propagation velocity of the SH wave depends on the direction: in the axial direction, the velocity is less than in the circumferential direction of the hollow cylinder. In the investigated aluminum cylindrical object with an external diameter of 300 mm and a wall thickness of 5.675 mm, the difference of velocity was 95 m/s.

Experimental studies also showed an increase in the SH wave velocity in the circumferential direction of a hollow cylinder, regardless of the wall thickness. As the wall thickness increases, the velocity increases: the wave travels a smaller distance along the inner surface of the hollow cylinder.

The results of the research can be used to develop methods for guided wave testing of large-sized cylindrical objects or large-diameter pipelines, when calculating the focusing laws at an angle to the axial direction of the hollow cylinder.
Figure 11. Dependence of horizontally polarized shear wave on direction of the propagation in the hollow aluminum cylinder: upper scale (wave velocity) refers to experimental result, finite element prediction and theoretical value; lower scale (propagation distance) refers to wall thickness.
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The imitation model of the mobile robot drive for diagnostics is considered. The drive is based on brushless direct current (BLDC) motor. The model was developed using the SimInTech software. Classification of signals of the mobile robot drive is performed: control signals, diagnostic signals and mixed signals. Mechanical and electrical defects in the drive are analyzed. The diagnostic parameters of the mobile robot drive are chosen: electric current, temperature and vibration. The reasons causing these defects of mobile robot drive are considered. A logical-linguistic diagnostic model of drive has been developed on basis of fuzzy logic. The calculated rules determine dependence of technical condition on diagnostic parameters, their trends and utilized lifetime of mobile robot drive. Experimental results of mobile robot drive diagnostics are discussed. It is shown that in the process of degradation, the change in the state of the drive affects the diagnostic parameters.
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INTRODUCTION

Mobile robots work in extreme conditions. To increase the robustness of mobile robots, their diagnosis is required. Most often, the drives fail. Therefore, the paper is devoted to the diagnosis of drives of mobile robots. In modern drives of mobile robots, brushless direct current (BLDC) motors are used as electric motors.

BLDC motors are a type of electric motors that rapidly gains popularity due to its good performance and the development of microprocessor controls. In [1–2] the diagnosis of electric motors using the signals of electric current and resistance is considered. New PWM switching strategy to minimize the torque ripples in BLDC motor which is based on sensored rotor position control is discussed in the paper [3]. Tuning methodology for the parameters of adaptive current and speed controllers in a permanent-magnet BLDC motor drive system is presented in paper [4]. Two Fault Detection and Diagnosis strategies for detecting BLDC motor faults were considered involving wavelets and state estimation [5]. Bearing faults and stator winding faults, which are responsible for the majority of motor failures, are considered [5]. A novel method using windowed Fourier ridges is proposed in paper [6] for the detection of rotor faults in BLDC motors operating under continuous non-stationarity. The use of quadrat-
ic TFRs is presented as a solution for the diagnostics of rotor faults in BLDC motors operating under constantly changing load and speed conditions [7]. Four time-frequency representations are considered short-time Fourier transform (STFT), Wigner-Ville distribution (WVD), Choi-Williams distribution (CWD), and the Zhao-Atlas marks distribution (ZAM) [7]. Three new algorithms for the detection BLDC motors faults are proposed that can track and detect rotor faults in non-stationary or transient current signals [8]. Park’s vector method was used to extract the features and to isolate the BLDC motors faults from the current measured by sensors [9]. Proposed a model of a fault diagnosis expert system with high reliability to compare identical well-functioning BLDC motors [10]. The application of artificial intelligence for the control and diagnostics of electric motors was considered in [11–14]. In [11–13] fuzzy fault detection and diagnosis of electric motors with is considered. During the past several decades, the design of model-based process monitoring systems has been a remarkable research topic. In contrast, the data-driven process monitoring techniques serve as an efficient alternative way, which have gained lots of attention from both the academic and the industrial field. A straightforward way is to utilize the process history data for model identification and based on it, the well-established model-based techniques can be used to design efficient fault diagnosis system. For this purpose, Subspace Identification Method that directly identifies the complete state-space matrices has gained more attention in the last two decades and has been successfully implemented in many industrial applications [14]. To improve the reliability of detection of mobile robot drive defects, it is suggested to use the electric current, vibration and temperature signals and the fuzzy logic.

INTEGRATION OF THE MOBILE ROBOT DRIVE CONTROL AND DIAGNOSTIC SYSTEMS

The authors propose to integrate the mobile robot drive control and diagnostic systems. The economic efficiency of diagnostic systems is due to increase in reliability and quality, accident risk and reject rate reduction, decrease of expensive equipment downtime, reduction of maintenance and repair costs and increase of service life.

Classification of signals of the mobile robot drive is performed: control signals, diagnostic signals and mixed signals. Control signals include: signals from sensors that determine the speed of rotation, the angle of rotation of the shaft. Diagnostic signals include vibration, temperature signals. Mixed signals include those signals that are used for both control and diagnosis - electrical current. For correct diagnosis, it is also necessary to take into account the parameters that determine the mode of operation: the weight of the load, the angle of inclination of the surface along which the robot moves, and the quality of the surface.

To investigate BLDC control, a simulation model of BLDC motor in natural (phase) coordinates has been created using SimInTech software (Fig. 1).

Simulation model of BLDC control allows to determine the relationships for phase currents and back electromotive force of perfect BLDC which can be used as diagnostic parameters. To improve diagnostics accuracy, the analysis of faults and other BLDC diagnostic parameters is required.

For the purpose of BLDC diagnostics the BLDC faults have been grouped into two classes – of electrical and mechanical faults. BLDC motor faults are shown in Table 1.

Selected diagnostic parameters (electric current, vibration and temperature) are shown in Table 2.

Processing of diagnostic parameter measurements is required to make decision regarding the mobile robot drive technical condition. Fuzzy logic is the most suitable mathematical tool for diagnostic model construction.
Table 1. Drive faults

<table>
<thead>
<tr>
<th>Electrical faults</th>
<th>Mechanical faults</th>
</tr>
</thead>
<tbody>
<tr>
<td>conductor break in the winding;</td>
<td>degradation processes in the bearings –</td>
</tr>
<tr>
<td>short circuit between the winding turns;</td>
<td>destruction of bearing cage, balls and rollers;</td>
</tr>
<tr>
<td>unacceptable reduction of the insulation resistance due to insulation ageing or</td>
<td>poor heat transfer due to foul or dusty coils;</td>
</tr>
<tr>
<td>excessive moisture;</td>
<td>rotor shaft deformation</td>
</tr>
<tr>
<td>poor contacts and connections</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Drive diagnostic parameters

<table>
<thead>
<tr>
<th>Diagnostic parameter</th>
<th>Cause of diagnostic parameter change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electric current</td>
<td>overload; winding break or short circuit; mains voltage change</td>
</tr>
<tr>
<td>Temperature</td>
<td>overload; winding short circuit; ambient temperature change</td>
</tr>
<tr>
<td>Vibration</td>
<td>shaft misalignment; bearing faults</td>
</tr>
</tbody>
</table>

**LOGICAL-LINGUISTIC DIAGNOSTIC MODEL OF DRIVE**

Logical-linguistic drive diagnostic model based on fuzzy logic may be represented by the following system of equations:

\[
\begin{align*}
  x(t) &= F(x_1(t), x_2(t), x_3(t)), \\
  D(t) &= G(x(t), t), \\
  Z(t) &= H(x(t), D(t), t),
\end{align*}
\]

where \( x(t) = F(x_1(t), x_2(t), x_3(t)) \) – equation of diagnostic parameters; \( x(t) \) – vector of diagnostic parameters; \( x_1(t), x_2(t), x_3(t) \) – a set of diagnostic parameter measurements; \( D(t) = G(x(t), t) \) – equation to calculate the trend vector of diagnostic parameters; \( t \) – utilized lifetime; \( Z(t) = H(x(t), D(t), t) \) – equation to evaluate the technical condition.
The model of diagnostic system (Fig. 2) is based on the mathematical apparatus of fuzzy logic. The model allows to determine the mobile robot drive condition from diagnostic parameters (electric current, vibration and temperature). The simulation model of mobile robot drive diagnostics system has been designed in SimInTech software.

Fig. 2 shows the simulation model of the diagnostic system used for assessment of mobile robot drive condition.

![Simulation model of mobile robot drive of the diagnostic system](image)

**Figure 2.** Simulation model of mobile robot drive of the diagnostic system

Fig. 3 shows simulation results of the temporal changes (in relative units) of input signals (electric current (1), vibration (2) and temperature (3)) caused by mobile robot drive fault. Behavior of the output variable, characterizing the degree of drive defect growth, is shown in Fig. 4.

![Simulation results of the temporal changes of input signals](image)

**Figure 3.** Simulation results of the temporal changes of input signals (electric current, vibration and temperature) caused by drive fault (in relative units)

**DISCUSSION**

The resulting curve implies that on the interval 0…20 s drive is in operational condition. Development of drive degradation processes occurs on the interval 30…80 s. On the interval 90…100 s drive is in alarm condition. Dynamics of degradation processes can be judged by
the nature of the curve: change of the drive condition from operational to alarm does not happen immediately; it takes place with the increase of diagnostic parameters.

In this way, by analyzing drive diagnostic parameters, trend and operating time we can foresee the emergency situation, minimize accident risk and timely schedule the drive maintenance and repair works. Experiments were carried out with diagnostic parameters being within and beyond the tolerable limits. The both experiments were performed at the same supply voltage and load torque. The simulation model of drive control and diagnostic system may be used to study the influence of diagnostic parameters on drive performance.

![Figure 4. Condition of drive in the course of degradation depending on diagnostic parameters](image)

### CONCLUSIONS

It follows from the paper that a simulation model of diagnostic system built using MiTD software can be efficiently used for drive diagnostics. The model is based on mathematical apparatus of fuzzy logic. It allows to determine the drive condition from diagnostic parameters (electric current, vibration and temperature).

Trend of the integral parameter allows to calculate the expected time point when the limit technical condition will be reached and to minimize the risk of premature failure through accident-preventive measures like scheduling of routine maintenance and repair. In case of development of drive degradation processes during the operation one can change the control action on the drive by reduction in electric current and so switch over to derated operation mode.

The simulation experiments confirmed the efficiency of the proposed diagnostic model and the prospects of its application to diagnostics of mobile robot drive. Application of together electric current, vibration and temperature signals allows to detect defects of mobile robot drive. It is expected that using the fuzzy logic method will further increase the reliability of detecting defects in the mobile robot drive.
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The widespread use of massive open online courses (MOOCs) ensures the further globalisation of open education and the sustainable development of a single modern digital educational environment. However, it is certain that in the context of the implementation of mass education, the maximum consideration of the individual characteristics of each student is an urgent necessity. In this regard, the construction of an individual educational trajectory of the MOOC student becomes particularly important. Achieving this goal is quite feasible when training students on individual learning routes. In the present work, a genetic algorithm is proposed that allows you to form an optimal learning route, designed to meet the personal educational needs and individual capabilities of each MOOC listener. The results of a computational experiment and examples of individual trajectories formed on the basis of the proposed algorithm are presented.
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INTRODUCTION

The individual educational trajectory in massive open online courses (MOOC) is a realization way of individual educational needs and abilities of students, their right to choose their personal development and self-improvement path [1]. We define an individual educational trajectory as a personal path to realize the personal potential of each MOOC listener [2]. There are several ways to realize an individual educational trajectory. For example, through the use of various educational technologies (tertiary differential education, problem-based learning, game-based learning, portfolio and others) or personalization technologies in MOOC (inquiry-based learning, personal recommender system, and others) [3, 4]. Another way is to form an individual learning route, which is a sequence of elements of the training activity of a particular student at some fixed stage of the study on the online course.

Purposefully designed an individual learning program is a technological tool for the implementation of an individual learning route. Individual learning routes for MOOC listeners
differ not only in terms of volume but in the variability of the forms of presentation of the electronic learning content.

This is due to the individual learning styles of students and, accordingly, their activities used in the study of the same learning object. In our opinion, it is impossible to design an individual learning route in advance, as it must reflect the dynamics of learning, revealing it in movement and change. Such an approach will allow timely making necessary adjustments to the educational process implemented on the basis of MOOC. For example, to fill certain gaps in the knowledge and skills of the course listeners, or vice versa, to speed up the learning process or deepen the learning program.

The task of our research is to construct an optimal individual educational trajectory based on a genetic algorithm that is as close to the real possibilities and features of each listener of the course as well as corrected, if necessary, in real time.

The remainder of this paper is organized as follows. In section 2, we present the results of a literature review devoted to the consideration of various approaches to the formation of an individual educational trajectory based on genetic algorithms. In section 3, we disclose the problem of the formation and implementation of an individual educational trajectory based on genetic algorithms. A mathematical model of the forming the optimal educational trajectory in the massive open online course is presented. Section 4 deals with the description of the practical implementation of the proposed model and the evaluation of the results obtained.

**RELATED WORKS**

At present, the amount of research devoted to the problem of development an individual educational trajectory in the implementation of the concept of the digital educational environment is permanently growing. Here are presented various approaches to the generation of individual learning route.

Researchers from the National Taiwan Normal University [5] suggested using adaptive computer testing to identify problems in mastering individual blocks in the online course learning process. The database stores information about courses with given coefficients of difficulty. Based on the results of testing, the selection of appropriate courses with the lowest coefficient of labor input is carried out. Using the obtained data, the automated system generates an optimal individual training program for each student, using a genetic algorithm.

A group of researchers from Pondicherry University proposed to generate an adaptive learning scheme. The proposed approach allows to take into account the context-dependent content of learning. Depending on the educational goals and intentions of the learner, the most appropriate content is selected, which can be represented by three different types: Media, Presentation, Content. To select a particular type of content, researchers suggested using a genetic algorithm. On the basis of the data obtained, a learning path is drawn up, which best corresponds to the learner's intentions [6].

A group of Taiwan scientists in their study suggested solving the problem of identifying the ability to learn and the difficulty level of the recommended curriculums to each other. This problem is key when generate an individual learning route. To collect data within the framework of the study, the scientists conducted the assessment of students after mastering each block of educational content. The evaluation was carried out through computerized adaptive testing. The test results were then used to form the optimal route for each student. The approach proposed in the study is based on the hybrid use of the genetic algorithm and the case-based reasoning [7].

Samia Azough et al. (Morocco) used a genetic algorithm to generate pedagogical paths which are adapted to the learner profile and to the current formation pedagogical objective. In
its study they developed the description of an adaptive e-learning system. The system proposed by the authors allows the learner to study courses adapted to his profile. To implement adaptive learning, researchers applied two-step work of the genetic algorithm. At the first stage, the proposed mechanism is used to form optimal trajectories for the search for learning goals, taking into account data from the student's profile. At the second stage, the results obtained were adapted using data obtained from social networks [8].

A team of researchers from the University of Alcala (Spain) investigated how to perform dynamic selection of learning objects based on the genetic algorithm for constructing a course structure depending on the input set of competencies (formed in the learner) and the output (planned learning outcomes) [9].

A number of studies of scientists from China are devoted to the preparation of individual tasks in the test form using genetic [10, 11]. The proposed approaches are summarized and implemented in the form of the Online Automatic Test System for various MOOC platforms.

A team of researchers from Russia proposed a method for constructing an individual learning route that meets the requirements of the user. In order to form learning paths, authors use domain ontology, on the basis of which separate learning objects are selected. Each learning object is complemented by sets of input and output competences that are ranked according to the Bloom's Revised Taxonomy. The genetic algorithm is used to construct the most appropriate educational trajectory from the available learning objects [12].

Pragya Dwivedi et al. (India) formed individual educational trajectories in an online environment using a genetic algorithm with a variable length representation. The application of this algorithm provides a flexible duration of the recommended training course for each learner based on his learning style and level of knowledge. The original data is exported from the student's profile. Individual educational trajectories are built, taking into account information about the graduates of the course [13].

Thus, the conducted review of researches has shown the urgency of development optimal individual learning routes and their correct in real time. At the same time, the heuristic algorithms are the main tool that allows the most effective management of individual educational trajectories.

PROBLEM FORMULATION AND IMPLEMENTATION

As part of our study, MOOC has a modular structure consisting of a certain number of units. Within each unit, there are learning objects (LOs) of different types (Table 1), which are the structural components of the course electronic learning content [14]. A certain set of LOs provides the formation of one or more relevant competencies.

It is known that each learner of the course has its own learning style [15]. Researchers distinguish the following 4 types of students, differing in the dominant style of learning: Visual learners (“V”), Aural learners (“A”), Read-write learners (“R”), Kinesthetic learners (“K”). To what type each of the MOOC listeners belongs, we identify at the beginning of the learning process, using the VARK methodology1 [16]. So, in our work, each listener of the course (as an object under study) is characterized by the following input parameters (a set of attributes characterizing the state of the given object), which are presented in Table 2.

We distinguish four generalized groups of content types depending on the dominant learning style (Table 1). For example, the first group consists of the types of content most suitable for students with the dominant modality “Visual”. It is established that students can also have mixed modalities. Therefore, we propose to form a course with different types of content, but at the same time taking into account the revealed dominant modality as much as possible.

1 http://vark-learn.com/the-vark-questionnaire/
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<table>
<thead>
<tr>
<th>Type of electronic learning content (learning objects)</th>
<th>Dominating learning styles</th>
<th>The designation of the type of content (learning objects)</th>
<th>The attribute value coefficient</th>
<th>Relative attribute weight ($\mu$)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Group 1. Types of content most suitable for students with the dominant modality “Visual” ($G_1$)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Presentations (slides), textbooks with diagrams, flowcharts, pictures, etc.)</td>
<td>V</td>
<td>LO_1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Infographics (mind maps, charts, diagrams, etc., illustrations (pictures, posters)</td>
<td>V</td>
<td>LO_2</td>
<td>$\mu_1$</td>
<td>1</td>
</tr>
<tr>
<td>Webinars (video online meetings)</td>
<td>V</td>
<td>LO_3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Video lessons, recording screencasts, animated video clips (2D &amp;3D animation)</td>
<td>V</td>
<td>LO_4</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Group 2. Types of content most suitable for students with the dominant modality “Aural/Auditory” ($G_2$)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Audio conferencing and online meetings</td>
<td>A</td>
<td>LO_5</td>
<td>$\mu_2$</td>
<td>1</td>
</tr>
<tr>
<td>Audio notes</td>
<td>A</td>
<td>LO_6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Audio lessons (recordings)</td>
<td>A</td>
<td>LO_7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Workbooks audio</td>
<td>A</td>
<td>LO_8</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Group 3. Types of content most suitable for students with the dominant modality “Read/write” ($G_3$)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Glossaries (thesaurus, dictionaries)</td>
<td>R</td>
<td>LO_9</td>
<td>$\mu_3$</td>
<td>2</td>
</tr>
<tr>
<td>Reading (lecture notes, ebooks, tutorials, manuals, reports, articles, interactive textbooks, documents)</td>
<td>R</td>
<td>LO_10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quizzes (or tests)</td>
<td>R</td>
<td>LO_11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Assignments (self-reports, tasks, essays, exercises, project works, mini action researches)</td>
<td>R</td>
<td>LO_12</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Group 4. Types of content most suitable for students with the dominant modality “Kinesthetic” ($G_4$)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Games (educational games, including simulation video games, virtual worlds)</td>
<td>K</td>
<td>LO_13</td>
<td>$\mu_4$</td>
<td>2</td>
</tr>
<tr>
<td>Virtual laboratories (interactive training systems)</td>
<td>K</td>
<td>LO_14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interactive learning models</td>
<td>K</td>
<td>LO_15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Workshops</td>
<td>K</td>
<td>LO_16</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 2. Characteristics and values of attributes for a set of students

<table>
<thead>
<tr>
<th>Attribute name (parameter)</th>
<th>Possible attribute values</th>
<th>The attribute value coefficient</th>
<th>Relative attribute weight (v)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>Female</td>
<td>( a_{1,1} )</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Male</td>
<td>( a_{1,2} )</td>
<td></td>
</tr>
<tr>
<td>Age group</td>
<td>under 18</td>
<td>( a_{2,1} )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>19–25</td>
<td>( a_{2,2} )</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>26–34</td>
<td>( a_{2,3} )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>35–44</td>
<td>( a_{2,4} )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>45–54</td>
<td>( a_{2,5} )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>55+</td>
<td>( a_{2,6} )</td>
<td></td>
</tr>
<tr>
<td>Learning style</td>
<td>Visual learner</td>
<td>( a_{3,1} )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Aural learner</td>
<td>( a_{3,2} )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Read-write learner</td>
<td>( a_{3,3} )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Kinesthetic learner</td>
<td>( a_{3,4} )</td>
<td></td>
</tr>
</tbody>
</table>

Thus, a number of LO from the list of each group must be present in each unit. Accordingly, for each listener, a unit must be dynamically formed, consisting of LO, mainly corresponding to its learning style.

To establish a representative correlation of different types of content (learning objects) of a particular unit, depending on learning style, 15,457 respondents were surveyed. The use of the VARK methodology allowed an analysis of the real situation.

Based on the results of the survey, we will determine the ratio of different types of content in the unit for each type of student (Table 3). Then the sum of the content types ratio of the different groups for each type of learner should be equal to one (\( \mu_1 + \mu_2 + \mu_3 + \mu_4 = 1 \)). Varying the ratio of \( \mu_1, \mu_2, \mu_3, \) and \( \mu_4 \) in the overall content structure gives different sets of LOs in the individual learning route.

Table 3. The ratio of different types of content in each unit

<table>
<thead>
<tr>
<th>Types of students (by VARK)</th>
<th>The weight of each type of content in the course structure</th>
<th>( G_1 )</th>
<th>( G_2 )</th>
<th>( G_3 )</th>
<th>( G_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>( \mu_1 )</td>
<td>( \mu_2 )</td>
<td>( \mu_3 )</td>
<td>( \mu_4 )</td>
</tr>
<tr>
<td>Visual learners</td>
<td></td>
<td>0.31</td>
<td>0.21</td>
<td>0.26</td>
<td>0.22</td>
</tr>
<tr>
<td>Aural learners</td>
<td></td>
<td>0.25</td>
<td>0.31</td>
<td>0.22</td>
<td>0.22</td>
</tr>
<tr>
<td>Read-write learners</td>
<td></td>
<td>0.24</td>
<td>0.18</td>
<td>0.34</td>
<td>0.24</td>
</tr>
<tr>
<td>Kinesthetic learners</td>
<td></td>
<td>0.22</td>
<td>0.23</td>
<td>0.24</td>
<td>0.31</td>
</tr>
</tbody>
</table>

Completion of the study of each unit is accompanied by the performance of a summative test, the results of which allow one to draw a conclusion about the success of learning process or the prevalence of difficulties in the course student.

Thus, the individual learning route in MOOC is a varied set of learning objects of different types for each of the units. Their list is formed and adjusted in real time mode when the listener moves from stage to stage (from one unit to the other).
3.1 Mathematical model of the problem

We created a model for the formation of the individual educational trajectory in the online course. Let us present the initial data for solving the claimed problem with the help of the mathematical tools of the genetic algorithm [17–19].

Having analyzed the subject area of the task, we have identified the following tuple, characterizing the formation process of the individual educational trajectory (IET):

\[ \text{IET} = \{S, C, P\}, \]

where \( S = \{s_k\} \) – the set of students learning a particular MOOC on a cloud education platform, \( k \) – the number of students, \( k \in N \); \( C = \{\text{Units}\} \) – MOOC, located in a cloud-based educational environment and consisting of units; \( x \) – the number of units in a particular course, \( x \in N \).

Each unit of the MOOC contains a specific set of content groups. Then let \( G = \{g_1, \ldots, g_n\} \) – the set of generalized content type groups, where \( n \) – the number of these groups, \( n = 4 \). Each group contains a certain set of learning objects \( g_i = \{L_{ij}\} \), where \( L_{ij} \) – the set of LOs in each unit, belonging to the selected generalized group \( g_i \) (Table 1). Then \( \text{Units} = \{G_1, \ldots, G_4\} \).

Then \( P = \{P_1, \ldots, P_n\} \) is a valid set of individual routes for each student. Each individual learning route should consist of a specific set of \( L_{ij} \) different types (according to the Table 1). Each learning object \( L_{ij} \) can take part in the formation of an individual learning route with its mandatory entry into a generalized group \( g_i \). For the purposes of formalization, we introduce the Boolean variables 0 or 1, which describe alternatives to the selection of learning objects, i.e. \( L_{ij} = \{0, 1\} \).

Each object of the sets \( G \) and \( S \) can be represented as a set of attributes that numerically characterize these objects. Attributes are defined on a limited set of positive values. The definition of characteristics and values of attributes (parameters) for the identified sets is presented in Table 1 and 2, respectively. The task of determining the value of the attribute coefficient and the relative weight of the attribute is solved using empirical data, obtained as a result of the questionnaire, and expert estimates. To identify the relative weights of these attributes, experts were asked who ranked attribute values in increasing order of importance.

The weight of each unit in the course is determined by the following formula:

\[ W_{\text{Unit}_x} = \prod_{h=1}^{D} \left( \mu_{h,s_k} \right)^{b_h}, \]

where \( \mu_{h,s_k} \) – attribute coefficient value \( \mu_h \) for unit \( x \) depending on the particular type of student \( s_k \); \( b_h \) – relative weight of attribute \( g_s \) for unit \( x \) (Table 1).

To select an individual educational trajectory in MOOC, you also need to find the weight of the student. The weight of each student is determined by the following formula:

\[ W_{s_k} = \prod_{j=1}^{Z} \left( a_{j,s_k} \right)^{v_j}, \]

where \( a_{j,s_k} \) – attribute coefficient value \( a_j \) for student \( s_k \); \( v_j \) – relative weight of attribute \( a_j \) (Table 2).

In the process of optimization under consideration, the parameter space under study is sufficiently large. The task does not require a strict global optimum, so it is sufficient to find an acceptable, most suitable (effective) solution in a short time. To find an acceptable (optimal) individual training route \( P \) in a cloud-based educational environment (depending on parameters \( a_1, \ldots, a_3, \mu_1, \ldots, \mu_4 \)), we use the classical genetic algorithm.
3.2 Individual educational trajectory generation based on genetic algorithm

We consider a genetic algorithm that works with a population (a finite set of individuals). The set of optimized parameters is represented in the form of genes that form a chromosomal filament. In the chromosome of each individual, a possible solution of the problem is encoded. This algorithm consists of the following steps:

**Step 1.** Initialization (formation) of the initial population from $P$ chromosomes. The population is a collection of several vectors $P$. The size of the population is set before the genetic algorithm begins work. The individual is one element of the vector $P$. The gene is an element of LOs from the vector $P$. In our model, the chromosome consists of LO genes, in which the alleles of each of the genes are the values of $\{0, 1\}$.

**Step 2.** Calculate the fitness function of the chromosome in the population $F(P)$.

The objective function numerically characterizes the result of selecting an individual educational trajectory in MOOC by the following formula:

$$ F(P) = \left( \max_{1 \leq x \leq k} \sum_{s} \left( W_{\text{Unit}_s} \cdot W_s \cdot T_s(S_k) \cdot Z(P_x) \right) \right), $$

where $P$ – vector of selection of individual learning route; $W_{\text{Unit}_s}$ – the weight of each unit in the course; $W_s$ – the weight of each student; $T_s(S_k)$ – student test results in each unit; $F(P)_{\max}$ – maximum value of the objective function; $Z(P_x)$ – function of formation a set of LOs.

**Step 3.** Selection of the best individuals from the current population (two parent chromosomes) for further crossbreeding using one of the selection methods. Selection: the fittest individuals have the best chance of reproducing.

**Step 4.** The use of the genetic operator crossover. Crossover: exchange genetic material between two individuals (see Fig. 1). Creation of a new population of descendants on the basis of the original one using a crossover.

**Step 5.** The use of the genetic operator mutation. Mutation: randomly change part of the genetic material (see Fig. 2). Creation of a new population of descendants on the basis of the original with the help of a mutation of individuals (descendants) with a certain probability.

![Figure 1. Crossover operator in a genetic algorithm](image1)

![Figure 2. Mutation operator in a genetic algorithm](image2)
Step 6. Repeat steps 3–5 until a new generation of the population containing n chromosomes is generated.

Step 7. Repeat steps 2–6 until the end-of-process criterion is reached – the “best” chromosome (the optimal solution of the problem is found).

The criteria for termination of the genetic algorithm are as follows: obtaining a solution of the required quality; the solution falls into a deep local optimum of the objective function; search time expired.

EXPERIMENTAL RESULTS

In this section the results of a simulation study are presented.

Using the built-in functions of Matlab, we implemented a genetic algorithm with the following experimental parameters. The size of the population, we have established 50 individuals. Each chromosome is represented as a binary code. The probability of a mutation is 0.05. The probability of crossing-over is 0.8.

The Table 4 illustrates individual learning routes, which are obtained from the results of the experiment. The experimental realization of our algorithm was carried out for Information Technology MOOCs for technical specialties at the university.

The LO value is “0” if this learning object is not included in the individual learning route. The LO value is “1” if this learning object is present in the individual learning route.

<table>
<thead>
<tr>
<th>Listener of MOOC</th>
<th>Gender</th>
<th>Age group</th>
<th>Dominating learning style</th>
<th>Individual learning route (the set of learning objects of different types – LO)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Student 1</td>
<td>Female</td>
<td>19–25</td>
<td>Aural</td>
<td>0 0 1 1 1 0 1 1 1 0 0 1 0 0 0 1 LO_3 LO_4 LO_5 LO_7 LO_8 LO_12 LO_16</td>
</tr>
<tr>
<td>Student 2</td>
<td>Male</td>
<td>19–25</td>
<td>Aural</td>
<td>0 1 0 1 1 0 1 1 0 1 1 0 0 0 LO_4 LO_5 LO_6 LO_8 LO_11 LO_12 LO_13</td>
</tr>
<tr>
<td>Student 3</td>
<td>Female</td>
<td>19–25</td>
<td>Read-write</td>
<td>0 0 1 0 0 0 1 1 0 1 1 0 0 LO_3 LO_8 LO_9 LO_12 LO_13 LO_14 LO_15</td>
</tr>
<tr>
<td>Student 4</td>
<td>Female</td>
<td>19–25</td>
<td>Kinesthetic</td>
<td>0 0 0 1 1 0 0 0 1 0 1 1 0 LO_3 LO_5 LO_6 LO_10 LO_12 LO_13 LO_14 LO_15</td>
</tr>
<tr>
<td>Student 5</td>
<td>Male</td>
<td>19–25</td>
<td>Aural</td>
<td>0 0 0 1 0 1 1 1 1 0 1 1 0 0 LO_4 LO_6 LO_7 LO_8 LO_11 LO_15</td>
</tr>
<tr>
<td>Student 6</td>
<td>Male</td>
<td>19–25</td>
<td>Aural</td>
<td>0 1 0 0 1 1 1 1 0 0 0 1 0 0 LO_2 LO_5 LO_6 LO_7 LO_8 LO_9 LO_12 LO_14</td>
</tr>
<tr>
<td>Student 7</td>
<td>Female</td>
<td>19–25</td>
<td>Visual</td>
<td>1 1 0 1 0 1 0 1 1 0 0 0 LO_1 LO_2 LO_4 LO_5 LO_7 LO_9 LO_10 LO_13</td>
</tr>
<tr>
<td>Student 8</td>
<td>Female</td>
<td>19–25</td>
<td>Visual</td>
<td>1 1 1 0 1 1 0 0 0 1 0 0 0 LO_1 LO_2 LO_3 LO_6 LO_8 LO_9 LO_10 LO_14 LO_13</td>
</tr>
<tr>
<td>Student 9</td>
<td>Male</td>
<td>19–25</td>
<td>Kinesthetic</td>
<td>0 1 1 1 1 0 0 1 0 1 1 1 1 0 LO_2 LO_3 LO_5 LO_7 LO_9 LO_10 LO_12 LO_13 LO_14 LO_15</td>
</tr>
<tr>
<td>Student 10</td>
<td>Male</td>
<td>19–25</td>
<td>Kinesthetic</td>
<td>0 0 1 0 0 0 1 1 0 1 1 0 0 0 LO_3 LO_7 LO_9 LO_10 LO_11 LO_13 LO_14 LO_15</td>
</tr>
<tr>
<td>Student 11</td>
<td>Male</td>
<td>19–25</td>
<td>Read-write</td>
<td>0 0 1 1 0 0 1 1 1 1 0 1 LO_3 LO_4 LO_8 LO_9 LO_10 LO_11 LO_12 LO_14 LO_15</td>
</tr>
</tbody>
</table>
Table 4 (continued)

<table>
<thead>
<tr>
<th>Listener of MOOC</th>
<th>Gender</th>
<th>Age group</th>
<th>Dominating learning style</th>
<th>Individual learning route (the set of learning objects of different types – LO)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Student 12</td>
<td>Female</td>
<td>19–25</td>
<td>Read-write</td>
<td>0 0 0 1 0 1 0 0 0 1 1 0 1 0 1 0 LO_4 LO_6 LO_10 LO_11 LO_13 LO_15</td>
</tr>
<tr>
<td>Student 13</td>
<td>Male</td>
<td>19–25</td>
<td>Visual</td>
<td>0 1 0 1 0 0 1 0 0 1 1 0 0 1 0 0 LO_2 LO_4 LO_7 LO_10 LO_11 LO_14</td>
</tr>
<tr>
<td>Student 14</td>
<td>Female</td>
<td>19–25</td>
<td>Read-write</td>
<td>0 0 1 0 0 0 1 0 1 1 0 0 1 1 0 0 LO_3 LO_7 LO_9 LO_10 LO_11 LO_14 LO_15</td>
</tr>
<tr>
<td>Student 15</td>
<td>Male</td>
<td>19–25</td>
<td>Visual</td>
<td>0 0 1 1 1 0 1 0 0 1 0 0 1 0 0 LO_3 LO_4 LO_5 LO_7 LO_10 LO_13</td>
</tr>
</tbody>
</table>

Example of the one best individual learning route formed on the basis of the genetic algorithm implemented in MATLAB is shown in Fig. 3. In this case, the individual educational trajectories of the MOOC listener (student 10) is LO_3 → LO_7 → LO_8 → LO_10 → LO_11 → → LO_13 → LO_14.

Figure 3. Examples of the one best individual learning rout formed on the basis of the genetic algorithm

CONCLUSION

In this article, we introduced a new algorithm that allows forming individual educational trajectories of MOOC listeners. This algorithm is proposed for the cloud educational platform, which implements the concept of personalized learning. The mathematical tools of the genetic algorithm are used in this proposed solution. The created algorithm is able to find the optimal set of course learning objects that constitute an individual learning route. The results of the computational experiment show that the proposed algorithm is able to find solutions that are very close to optimal solutions and in most cases are identical to them.
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To increase the efficiency of power amplifiers in wireless telecommunications systems, whose signals have a high peak to average power ratio, the envelope tracking method can be used. This method involves forming a low-frequency envelope signal by a switched-mode power amplifier (SPA), which is then used as a supply voltage for a RF power amplifier. A specific feature of the SPA is that its output signal has high level of harmonic distortions. To evaluate these harmonic distortions, computer simulation can be used. However, time required to perform one cycle of simulation can be as much as several hours because of high complexity of SPA models. To reduce the simulation time of signal spectrum, approximate method that allows to represent the output voltage of a SPA in analytical form can be used. However, in known publications, the non-zero switching time of transistors is not taken into consideration, which leads to an appreciable error in the determination of the spectral components. This paper presents a method of analytic calculation of SPA output signal spectrum that considers the linear and exponential approximations of non-zero switching times of transistor. It allows to decrease the error in determining the harmonic distortions from 30…35 dB to 1…6 dB and to reduce the time expenditure as compared with computer simulation as much as 300 through 800 times.

Keywords: Envelope tracking, multiphase switched-mode power amplifier, approximate analytic method, computer simulation, harmonic distortions, time expenditure reduction.

INTRODUCTION

The signals being applied in wireless telecommunication systems (LTE, W-CDMA, etc.) have rather high peak to average power ratio. To increase efficiency of power amplifiers of such signals the envelope tracking method can be used. This method assumes forming low frequency envelope signal with switched-mode power amplifier (SPA). In that case, SPA should not make any appreciable distortions in this low-frequency signal. As is known, to reduce distortions, it is expedient to use multiphase SPA [1, 6] in which intermodulation products of a reference voltage and an envelope signal can be shifted to the point on the frequency axis determined by the product \(Nq\) where \(N\) – quantity of the SPA phases, \(q\) – the ratio of the reference voltage frequency to the envelope signal frequency. It allows to lower requirements to the low-pass filter (LPF) by means of which attenuation of the harmonic distortion and intermodulation components in output SPA signal is carried out. The Figure 1 represents an example of a test signal \((a)\), a reference voltage for a four-phase SPA \((b)\) and the output voltage of the SPA \((c)\).
The most significant problem arises due to harmonic distortions in SPA, which can get to the LPF bandwidth.

In [2–5], where the principles of SPA implementation are considered, the problem of envelope signal harmonic distortions caused by imperfect features of transistors (non-zero switching time, forward on voltage drop, influence of parasitic inductance of outputs of transistors and elements of the printed circuit board, etc.) isn’t raised. Influence of the said parameters can be considered by means of computer simulation. It is favored by that many companies provide the tested simulation models of their electronic devices. Unfortunately, as it was revealed in practice, the total time expenditure for simulation in case of different combinations of the varied parameters can reach noticeable value (tens of minutes through hours) as the SPA model usually include dozens of transistors.

The replacement of transistors’ complex models with idealized switches of course allows to lower time expenditure, but at the same time simulation accuracy significantly reduces. It can be seen on the spectral diagrams in Figure 3 (a), (c), (e) and Figure 4 (a), (c), (e), which represent the harmonic distortions amplitudes calculated using the SPA simulation model (dark tone histogram) and similar characteristics obtained on the assumption that the transistors have zero switching times (light-tone histogram). These spectral diagrams correspond to $q = 10$ and $N = 4$ (a), 6 (c) and 8 (e). The abscissas of the diagrams indicate the harmonics’ number.

The error in determining the amplitudes of the harmonic distortion components which in the diagrams are located to the left of a set of intermodulation products (its position is determined by the product of $qN$) reaches 30…35 dB. In addition, in order to assess the effect of the transistors’ none-zero switching times on the SPA output voltage spectrum, it is useful to compare the simulation related histograms shown in Figures 3 (a), (c), (e) and 4 (a), (c), (e) with each other. As follows from this comparison, in the histograms in Figure 4, which were obtained using simulation model with transistors whose switching times are less as much as

![Figure 1. The test signal (a), the reference voltage of the four-phase SPA (b) and the output voltage of the SPA (c) – in relative units](image)
two times as compared with the transistors related to the histograms in Figure 3 (the rise time of “slow” transistor is 1.5 ns, and the fall time is 2 ns), the harmonic distortions amplitudes are less by an average of 20 dB.

While retaining an acceptable simulation accuracy it would be possible to achieve a simulation time reduction due to the joint use of an approximate analytical method for calculating the characteristics of the output SPA signal and computer simulation. It emerges because the analytical method with a relatively small time expenditure will make it possible to obtain an approximate solution which is rather close to the required exact value. Totally, this will enable to significantly reduce the total time expenditure at the stage of subsequent approximate solution refinement using a simulation model.

The objective of the paper is to improve the accuracy of the analytical method for calculating the SPA signal spectrum by means of considering non-zero switching times which will result in time expenditures reduce needed for computer simulation.

**MODEL WITH NON-ZERO SWITCHING TIMES OF TRANSISTORS**

The multiphase SPA output signal in the case of ideal switches is described by expression [6]:

\[
U_{\text{out}}(t,N,q) = \frac{1}{2N} \sum_{m=0}^{N} \left\{ 1 + \text{sign}[s_E(t) - p(t,m,q)] \right\},
\]

where \(s_E(t)\) – a envelope signal, \(p(t,m,q)\) – sawtooth reference voltage, \(t\) – time, \(m\) – phase number, \(N\) – total amount of phases in SPA, \(q\) – ratio of reference voltage frequency to the maximum frequency in \(s_E(t)\) spectrum.

In order to take into account the non-zero switching times of transistors, it is necessary to replace the classic function \(\text{sign}(x)\), which changes its value instantly when the sign of the parameter \(x\) changes, to the modified function \(\text{sign}^*(x)\), in which the transition interval of \(x\) duration is set. If the inequality \(|x| \geq x_c\) is true, the \(\text{sign}^*(x)\) function accepts value ±1. In case \(-x_c < x < x_c\), \(\text{sign}^*(x) = f(x)\), where \(f(x)\) is an auxiliary function by means of which the required law of voltage change can be specified at time intervals, when transistors switching occurs. The Figure 2 illustrates the behavior of the auxiliary function \(f(x)\) corresponding to the typical cases of linear (a) and exponential (b) simulation of voltage drop on the transistor at the switching time interval.

![Figure 2](image)

*(a)* and *(b)* The switching time interval described by the auxiliary function \(f(x)\) for linear (a) and exponential (b) approximation
RESULTS

With the use of this method the SPA output signal spectrum was calculated for the cases when the voltage drop across transistors at the stage of their commutation is approximated either linearly or exponentially.

The SPA output signal spectral diagrams corresponding to the linear approximation of the switching times (light-tone histogram) are shown in Figures 3 (b), (d), (f) and 4 (b), (d), (f).

Figure 3. Spectral diagrams of the SPA output signal for “slow” transistors: (a), (c) and (e) – SPA simulation model (dark tone) and an approximate model with zero switching times of the transistors (light tone); (b), (d) and (f) – the modified model with linear switching times approximation (light tone) and the approximate model with zero switching times (dark tone)
Figure 4. Spectral diagrams of the SPA output signal for “fast” transistors: (a), (c) and (e) – SPA simulation model (dark tone) and an approximate model with zero switching times of the transistors (light tone); (b), (d) and (f) – the modified model with linear switching times approximation (light tone) and the approximate model with zero switching times(dark tone)

Here, to make comparison more convenient, diagrams corresponding to inertia-free transistors (dark tone histograms), which were calculated with the help of (1), are given. Comparing these results with the results of simulation, it is easy to see that the error in determining the amplitudes of the harmonics has decreased from 30…35 dB to 1…6 dB.

Analysis of the results corresponding to linear and exponential voltage drop approximations revealed that the difference in the amplitudes of the harmonics does not exceed 1 dB.
**CONCLUSION**

The proposed method reduces the error in determining the harmonic distortion amplitudes in comparison with (1) by 4…5 times and it should be taken into account that it requires as much as 300…800 times less simulation time to determine SPA output signal spectrum. It can especially be useful for optimization procedures and, as it was shown, a linear function \( f(x) \) will suit in most cases.
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The main directions of application of digital signal processing methods in classical discrete spectral analysis based on the discrete Fourier transform are considered. An algorithm for interpolating a time signal based on a discrete Fourier transform is given. The disadvantages of the existing interpolation algorithm for the time signal based on the discrete Fourier transform are revealed. Based on the analysis of the matrix structure of the inverse discrete Fourier transform, a modified parametric discrete Fourier transform is proposed. The properties of the basis of the modified parametric discrete Fourier transform are investigated.
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INTRODUCTION

One of the main areas of application of digital signal processing (DSP) methods is the classical discrete spectral analysis (CDSA) based on the discrete Fourier transform (DFT) [1–31].

Algebraic form of DFT:

\[ S_N(k) = \frac{1}{N} \sum_{n=0}^{N-1} x(n)W_N^{kn}, \ k = 0, N-1; \]  

where \( x(n) \) is a discrete signal, \( n = 0, N-1 \); \( S_N(k) \) – DFT coefficients, the set of which determines the amplitude-frequency and phase-frequency signal spectra (the coefficients of the DFT are often called bins); \( W_N = \exp\left(-j\frac{2\pi}{N}\right), \ k = 0, N-1. \)

TIME-DOMAIN INTERPOLATION USING THE DFT

In the papers [2] time-domain interpolation using the FFT is described. According to the papers, we compute the FFT of an \( N \)-point \( x(t) \) time sequence to produce its \( S(k) \) frequency-domain samples.
Next, we stuff $N(r-1)$ zeros in the middle of $S_n(k)$ to yield the $Nr$-length $S_{int}(k)$ frequency samples, where $Nr$ is an integer power of two.

Then we perform an $Nr$-point inverse FFT on $S_{int}(k)$ to obtain the interpolated-by-$r$ $x_{int}(n)$ times samples.

Using this frequency-domain zero stuffing to implement time-domain signal interpolation involves two important issues.

The first issue: to ensure the interpolated $x_{int}(n)$ time sequence is real only, conjugate symmetry must be maintained in the zero-stuffed $S_{int}(k)$ frequency samples.

Here's the second issue regarding time-domain real signal interpolation: this exact interpolation algorithm provides correct results only if the original $x(n)$ sequence is periodic within its full time interval. If $S(k)$ exhibits any spectral leakage, like the signals with which we usually work, the interpolated $x_{int}(n)$ sequence can contain noticeable amplitude errors in its beginning and ending samples. As shown in Fig. 1(a) [2] where an $N = 24$ sample $x(n)$ sequence is interpolated by $r = 2$. In that figure, squares (both white and black) represent the 48-point interpolated $x_{int}(n)$ sequence, white squares are the original $x(n)$ samples, and circles represent the exactly correct interpolated sample values. (In the center portion of the figure, the circles are difficult to see because they're hidden behind the squares.) The interpolation error, the difference between the correct samples and $x_{int}(n)$, is given in Fig. 1(b) [2].

![Figure 1](image)

**Figure 1.** Interpolation results for $N = 24$, $r = 2$:
interpolated $x_{int}(n)$, original $x(n)$, and correct interpolation (a); interpolation error (b)

DFT and IDFT are the base of CDSA of signals in the matrix form, and described by the following relationships [1–5]:

$$
\text{DFT} \Rightarrow S_N = \frac{1}{N} F_N X_N; \tag{2}
$$

$$
\text{IDFT} \Rightarrow X_N = \frac{1}{N} F_N^* S_N. \tag{3}
$$
where \( X_N = [x(0), x(1), \ldots, x(N-1)]^T \) — representation of a discrete signal \( x(n) \), \( n = 0, N-1 \), in the form of a vector \( N \)-dimensional linear space; \( T \) is a sign of transposition; \( S_N = [s(0), s(1), \ldots, s(N-1)]^T \) is the vector of expansion coefficients \( X_N \) in the system of discrete exponential functions (DEF): \( \text{def}(p,l) = \exp\left(-j \frac{2\pi}{N} pl\right) = W_N^{pl} \); which is given by the matrix \( F_N \):

\[
F_N = \begin{bmatrix}
0 & 1 & \cdots & (N-1) \\
1 & 1 & \cdots & 1 \\
1 & W_N^1 & \cdots & W_N^{(N-1)} \\
\vdots & \vdots & \ddots & \vdots \\
1 & W_N^{(N-1)} & \cdots & W_N^{(N-1)(N-1)}
\end{bmatrix}
\]  

(4)

Zero-padding technique in the frequency domain (method of adding the spectrum of a discrete signal \( x(n) \) \( (n = 0, (N-1)) \) with \( N \cdot (r-1) \) zero-valued samples \( (r = 1, 2, \ldots) \) in the frequency domain (ZPFD) \([1, 2]\). With ZPFD, the discrete spectrum \( S_N \) of the real signal \( x(n) \), \( n = 0, N-1 \), is represented in the form of a vector of \( M \)-dimensional \( (M = N \cdot r) \) linear space:

\[
S_M = [s(0), s(N/2-1), 0, \ldots, 0, s(N/2), \ldots, s(N-1)]^T .
\]  

(5)

As a result of performing the IDFT of the vector \( X_M \), the values of the discrete-frequency Fourier transform (DFFT) of the discrete signal \( x(n) \) at \( M \) points uniformly distributed on the time axis are obtained.

The discrete-frequency Fourier transform is the inverse z-transform \( S_N(k) \):

\[
x(t) = \sum_{k=0}^{N-1} S_N(k) \cdot \exp(+j2\pi\cdot k \cdot t).
\]  

(6)

The zero-padding technique, applied to the spectrum of a discrete signal \( x(n) \) with \( N \) samples in the frequency domain (ZPFD) allows us to find the values of the MDPF-P only for the parameter values \( \xi = 0, 1/r, \ldots, (r-1)/r \). ZPFD has the following significant shortcomings, which manifest themselves in its implementation of the processor instruments (PI):

- the need for a significant expansion of the RAM memory PI for storing zero spectrum values;
- conducting non-productive calculations of PI with zero spectrum values;
- fixed time step in the discretization.
The purpose of this work

The purpose of this paper is to develop a method for eliminating the above mentioned shortcomings of signal interpolation in the time domain using a modified parametric discrete Fourier transform.

In the papers [1, 9–16], a generalization of the inverse DFT (IDFT) (1) in the form of a modified parametric discrete Fourier transform (MDFT-P), which is essentially the evolution of the IDFT, is proposed.

MDFT-P in the matrix form is described by the following relation [1]:

\[ X_{N,\xi} = \frac{1}{N} F_{N,\xi} S_N^C, \quad 0 \leq \xi < 1; \]  

where the vector of \( N \)-dimensional linear space is the result of multiplying the second half of the vector \( S_N \) (1) by a factor:

\[ C = W_N^{-(M-N)\xi}, \]

where \( X_{N,\xi} \) is the vector of expansion coefficients \( S_N^C \) in the system of modified parametric discrete exponential functions (MDEF-P):

\[ \text{def}_{pM} (k, n; \xi) = W_N^{-k(n+\xi)} = \exp \left[ + j \frac{2\pi}{N} k (n + \xi) \right], \]

\[ k, n = 0, (N-1), \quad 0 \leq \xi < 1, \]

which is given by the matrix \( F_{N,\xi} \) :

\[
F_{N,\xi} = \begin{bmatrix}
0 & 1 & \ldots & N-1 \\
0 & W_N^{-\xi} & \ldots & W_N^{-(N-1)\xi} \\
1 & W_N^{-1+\xi} & \ldots & W_N^{-1+(N-1)\xi} \\
\vdots & \vdots & \ddots & \vdots \\
N-1 & W_N^{-(N-1+\xi)} & \ldots & W_N^{-(N-1+(N-1)\xi)}
\end{bmatrix}.
\]  

MAIN PROPERTIES OF MDEF-P

1. MDEF-P, like DEF-P, are not functions of equivalent variables \( k \) and \( n \). Consequently, the MDEF-P matrix \( F_{N,\xi} \) is asymmetric.

2. MDEF-P are periodic in a variable \( n \) and parametrically periodic in a variable \( k \) with a period \( N \):

\[ \text{def}_{pM} (k, (n \pm pN), \xi) = \text{def}_{pM} (k, n, \xi), \]

\[ \text{def}_{pM} ((k \pm pN), n, \xi) = \text{def}_{pM} (k, n, \xi) W_N^{\pm N\xi}. \]

3. MDEF-P system is non-multiplicative in the variable \( n \):

\[ \text{def}_{pM} (k, n, \xi) \text{def}_{pM} (k, m, \xi) \neq \text{def}_{pM} (k, (n+m), \xi), \quad n, m = 0, N-1; \quad n \neq m \]
and multiplicative in the variable $k$:

$$
def_{pM}(k, n, \xi) def_{pM}(l, n, \xi) = def_{pM}((k + l), n, \xi), \quad k, l = \overline{0, N - 1}; \quad k \neq l.$$

4. Average value of MDEF-P with respect to the variable $n$ is equal to zero when $k \neq 0$:

$$
\sum_{n=0}^{N-1} def_{pM}(k, n, \xi) = \exp\left(-j \frac{2\pi}{N} \xi \right) \frac{1 - \exp\left(-j 2\pi k\right)}{1 - \exp\left(-j \frac{2\pi}{N} k\right)},
$$

and with respect the variable $k$ is not zero:

$$
\sum_{k=0}^{N-1} def_{pM}(k, n, \xi) = \frac{1 - \exp\left(-j 2\pi k \left(n + \xi \right)\right)}{1 - \exp\left(-j \frac{2\pi}{N} \left(n + \xi \right)\right)}.
$$

5. The MDEF-P system is orthogonal in both variables:

$$
\sum_{k=0}^{N-1} W_N^{-((n+\xi)k)} \overline{W_N^{-(n+\xi)k}} = \begin{cases} N, & n = m; \\ \frac{1 - W_N^{-(n-m)N}}{1 - W_N^{-(n-m)}} & 0, \ n \neq m; \end{cases}
$$

$$
\sum_{n=0}^{N-1} W_N^{-(n+\xi)k} \overline{W_N^{-(n+\xi)k}} = \begin{cases} N, & l = k; \\ \frac{1 - W_N^{-(l-k)N}}{1 - W_N^{-(l-k)}} & 0, \ l \neq k \end{cases}
$$

6. The MDEF-P system is a complete system, since the number of linearly independent functions is equal to the dimension of the set of discrete signals.

**CONCLUSION**

Applying the modified parametric discrete transformation, we have the opportunity to eliminate the following essential deficiencies of the zero-padding technique, applied to the spectrum of a discrete signal $x(n)$ with $N$ samples in the frequency domain:

- the need for a significant expansion of the RAM memory PI for storing zero spectrum values;
- Conducting non-productive calculations of PI with zero spectrum values;
- fixed time step in the discretization.

With the advent of fast hardware DSP chips and pipelined parametric FFT (FFT-P) techniques, the above time-domain interpolation algorithm may be viable for a number of applications, such as computing selectable sample rate time sequences of a test signal that has a fixed spectral envelope shape; providing interpolation, by selectable factors, of signals that were filtered in the frequency domain using the fast convolution method; or digital image resampling.
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The process of surface plastic deformation – hardening rolling by a ball is one of the most widespread processes of finishing machining products, allowing to obtain the required mechanical characteristics of the surface of products – hardness, strength, corrosion resistance and wear resistance. The results of the investigation of the effect of rolling modes on the characteristics of the surface layer of samples of high-temperature alloys VZhL14-VM and VZhM-4 are presented: the residual stresses, roughness, microhardness, and the depth of surface crushing. For rolling, a hydrostatic tool installed instead of a rotating assembly on a friction welding machine was used. The analysis of the results shows that the step and the scheme of the tool movement have the most significant influence on the residual stress level, microhardness and roughness. It is shown that, after rolling, the depth of the surface crushing after rolling increases slightly the geometrical dimensions of the samples. The microhardness of the surface is increased by 25–33 %, and the microroughness decreases by 2–4 times. After rolling in the surface layer, compressive residual stresses are recorded, reaching the maximum values in a direction perpendicular to the direction of movement of the tool.

Keywords: residual stresses, surface hardening, surface plastic deformation, roughness, microhardness, heat-resistant alloys.

INTRODUCTION

Typically, the operational properties of the part can be improved by performing heat treatment (HT): quenching, tempering, annealing, etc. Despite their high cost and time costs, maintenance is sometimes not enough to obtain the necessary properties of the material. That is why, in the production of processes of surface plastic deformation (SPD), such as rolling around with a roller or a ball. Due to local plastic deformation, surface topography changes, surface layers are ground and there are compressive residual stresses (RS) [1–4]. Processing of SPD increases fatigue strength, which remains the main cause of the destruction of parts. Therefore, it is important to choose such a SPD technology and processing modes to ensure the required surface quality indicators.
This technology can be used on cylindrical, flat, complex surfaces, areas of sharp changes in the cross-section, etc. The main limitation of this process is mainly geometric. Despite the complexity of programming processes in the five-axis region, the use of a turning center, CNC milling machine or robot can cope with this limitation.

In [3–5] the influence of the feed, the depth of penetration, the distance between the tool and the residual stress level for steel 45 is shown. [6] shows the change in microhardness from the rolling force, the diameter of the ball for VT1-1. The procedure for selecting and calculating the parameters of the mode of finishing the SPD is shown in [7]. Depending on the surface force P of rolling around the ball, it follows that the hardness of HV increases with increasing P for steel 12X18H9T from the initial 181 to 342, for the titanium alloy VTZ-1 from 319 to 390 and for the nickel alloy KhN67BMTU from 282 to 412 [8, p. 63]. When studying RS [9], the influence of pressure, feed, velocity, tool dimensions, number of passes, structure and properties of the material was studied.

It was shown in [10] that the parameters of speed, feed, ball pressing force, its radius and number of passes affect the roughness and hardness. The force of pressing the tool affects the depth of the hardened layer. However, with a force > 100 N, the risk of peeling and microcracking of the surface layer increases. The best roughness result is achieved for 3–4 passes.

In [11], for the Ti-6Al-4V material, the optimization problem was investigated—the establishment of maximum residual compressive stresses. To simulate the process, a model of a nonlinear finite element was developed with high accuracy of three-dimensional nonlinearity. According to the results, a large compressive OH on the surface of the components can be achieved either by reducing the diameter of the ball, or by increasing the number of passes. In addition, to increase the depth of the residual compressive stress, it is necessary to increase the diameter of the ball.

The main parameters affecting the rolling process are the ball diameter, the burning force, the ball speed, the number of tool passes and the initial roughness of the workpiece [12]. Loll et al. [13] studied the effect of machining parameters on the roughness of the structure during deep cold rolling for AISI 1045. Analogous studies of the polishing of rollers were carried out for steel 37 [14] and Al 6061-T6 [15], in which influence of rolling parameters on hardness, roughness and fatigue strength of the part. Taweel and Axir [16] also experimentally studied the influence of the main parameters of the rolling process on the surface microhardness and roughness using the Taguchi method. Klocke et al. [17] investigated the effect of the ball diameter, superposition, pressing force and geometry of a nickel alloy preform on the roughness and the OH value during ball processing. Fretting strength and RS profile were studied for Ti-6Al-4V [18]. In [19] it was studied the effect of various polishing materials and ball pressing forces on the roughness of a steel product with an initial hardness of 64 HRC. The main producers of the instrument are ECOROLL AG and Lambda Technologies.

A review of the literature shows that the changing parameters on the surface are different: the pressing force and the speed of the tool. Sometimes other factors are introduced, such as the number of passes, the diameter of the ball. The result depends mainly on the combination of various parameters depending on the rigidity of the tool, the properties of the material to be treated, the required processing time, operating conditions and the initial state of the surface layers, and the type of lubricant.
EXPERIMENTAL PROCEDURE

Samples and equipment

Samples: plates 120×48×8 mm; 160×28×14 mm (Fig. 1). Material: VZhL14-VM, VZhM-4.

Figure 1. Samples: a – VZhL14-VM (samples No. 1–2); b – VZhM-4 (sample No. 3)

The chemical composition of the high-temperature alloys is shown in Tables 1–2.

Table 1. Chemical composition of alloy VZhL14-VM

| Fe  | C    | Si | Mn | Ni  | S   | P   | Cr  | Ce  | Mo  | Ti  | Al  | B   |
|-----|------|----|----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 8–10| 0.05–0.08 | ≤0.4 | ≤0.4 | 59.1–63.7 | ≤0.01 | ≤0.01 | 18–20 | ≤0.02 | 4.5–5.5 | 2.8–2.9 | 1.2–1.5 | ≤0.005 |

Table 2. Chemical composition of alloy VZhM-4

<table>
<thead>
<tr>
<th>Ni</th>
<th>P</th>
<th>La</th>
<th>Al</th>
<th>Re</th>
<th>Cr</th>
<th>Co</th>
<th>Mo</th>
<th>Ru</th>
<th>Ta</th>
<th>W</th>
</tr>
</thead>
<tbody>
<tr>
<td>36.7</td>
<td>13.3</td>
<td>9.3</td>
<td>0.7</td>
<td>3.3</td>
<td>4.7</td>
<td>6.7</td>
<td>7.7</td>
<td>4.7</td>
<td>10.2</td>
<td>1.5</td>
</tr>
</tbody>
</table>

The residual stress was measured by X-ray diffractometry using a robotic complex XStress 3000 G3 and a collimator with a diameter of 4 mm.

Determination of the depth of the rolled bed was carried out using the coordinate measuring machine CARL ZEISS ACCURA II 9/14/8.

The roughness measurement was carried out using the Mahr MarSurf PS1 device based on 5.6 mm.

The microhardness was measured by the Shimadzu HMV-G21S, a load of 19.61 N.

Samples were measured in the initial state and after rolling in the control points according to the schemes indicated in Fig. 2.

Modes of strengthening processing

The reinforcing rolling was carried out with a hydrostatic tool HG6-9_SL (K) (Ecoroll) fixed in a special tooling in the friction welding machine I-ISTIR PDS-5, equipped with feedback sensors. Information on the force of the tool pressing is obtained from these sensors. As coolant, I-20 oil was used.

Modes of hardening rolling are given in Tables 3–5.

The mesh rolling was carried out: 1) direction 0° (along the axis of the tool movement); 2) direction 90° (perpendicular to the movement of the tool) (see Figure 7).
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Figure 2. Points for determining the OH value of the surface layer: points on the surface of samples from VZhL14-BM (a); points on the surface of a specimen from VZhM-4 (b); diagram of the location of points on the run-in area (c)

Figure 3. Hydrostatic tool HG6-9_SL (K) from Ecoroll

Figure 4. Scheme of fixing the sample

Table 3. Knurling modes on sample No. 1

<table>
<thead>
<tr>
<th>Mode No.</th>
<th>Effort, kgf</th>
<th>Step, mm</th>
<th>Speed, mm / min</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>75</td>
<td>0.1</td>
<td>500</td>
</tr>
<tr>
<td>3</td>
<td>50</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 4. Knurling modes on sample No. 2

<table>
<thead>
<tr>
<th>Mode No.</th>
<th>Effort, kgf</th>
<th>Step, mm</th>
<th>Speed, mm / min</th>
<th>Direction of processing</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>75</td>
<td>0.2</td>
<td>500</td>
<td>0°</td>
</tr>
<tr>
<td>5</td>
<td>0.05</td>
<td>1000</td>
<td>Mesh</td>
<td>0°</td>
</tr>
<tr>
<td>6</td>
<td>0.05</td>
<td>1000</td>
<td>Mesh</td>
<td>0°</td>
</tr>
</tbody>
</table>

Table 5. Knurling modes on sample No. 3

<table>
<thead>
<tr>
<th>Mode No.</th>
<th>Effort, kgf</th>
<th>Step, mm</th>
<th>Speed, mm / min</th>
<th>Direction of processing</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>75</td>
<td>0.2</td>
<td>500</td>
<td>0°</td>
</tr>
<tr>
<td>2</td>
<td>0.05</td>
<td>0°</td>
<td>Mesh</td>
<td>0°</td>
</tr>
<tr>
<td>3</td>
<td>0.05</td>
<td>0°</td>
<td>Mesh</td>
<td>0°</td>
</tr>
</tbody>
</table>

RESULTS AND DISCUSSION

Samples after hardening rolling

Figure 5. Samples after hardening rolling: No. 1–2 (a); No. 3 (b)
Residual stresses

The location of the monitoring object in the Xstress Robot X-ray diffractometer chamber with the directions of measurement is shown in Figures 6–7.

Graphs of RS distribution in the surface layer prior to rolling are presented in Figure 8.

Figure 6. Location of samples No. 1–2 in the diffractometer chamber: before processing (a); after treatment (b); 90° – transverse direction (perpendicular to the movement of the instrument); 0° – longitudinal direction (along the axis of the tool movement)

Figure 7. The location of sample No. 3 in the diffractometer chamber: 90° – longitudinal direction (along the axis of the tool movement); 0° – transverse direction (perpendicular to the movement of the tool)

Figure 8. The distribution of RS on the surface of samples from VZhL14: No. 1 (a); No. 2 (b)
Graphs of RS distribution in the surface layer of the alloy VZhL14-VM after rolling are shown in Figure 9.

**Figure 9.** The distribution of RS on the surface of samples No. 1–2:
- mode No. 1 (a);
- mode No. 2 (b);
- mode No. 3 (c);
- mode No. 4 (d);
- mode No. 5 (e);
- mode No. 6 (f)
Graphs of OH distribution in the surface layer of sample No. 3 (VZhM-4) after rolling are shown in Figure 10.

**Figure 10.** The distribution of RS on the surface of samples No. 3: mode No. 1 (a); mode No. 2 (b); mode No. 3 (c)

**Depth of crumple of the surface layer**

The depth of the crushing of the layer was measured as the average value over 9 points.

**Roughness**

The values of Ra are the average of 5 measurements (Table 7), where 0° is a direction along the axis of movement of the tool (VZhL); 90° is a direction perpendicular to the axis of movement of the tool (VZhL). For sample No. 3 (VZhM-4), the values are opposite.

For Mode 4, the roughness (0°) varies over a wide range of 0.129–0.621 μm. This is due to the large step (0.2 mm) during processing, because the larger value of Ra corresponds to the crest between the depressions.
### Table 6. The results of the measurement of the depth of crushing of the surface layer upon rolling

<table>
<thead>
<tr>
<th>Material</th>
<th>Sample No.</th>
<th>Mode No.</th>
<th>Depth of layer crushing, μm</th>
</tr>
</thead>
<tbody>
<tr>
<td>VZhL14-VM</td>
<td>1</td>
<td>1</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>4</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>9</td>
</tr>
<tr>
<td>VZhM-4</td>
<td>3</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>2</td>
</tr>
</tbody>
</table>

### Table 7. Results of measuring the roughness of samples

<table>
<thead>
<tr>
<th>Material</th>
<th>Sample No.</th>
<th>Mode No.</th>
<th>Ra, μm (0°)</th>
<th>Ra, μm (90°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VZhL14-VM</td>
<td>1</td>
<td>Before processing</td>
<td>0.768</td>
<td>0.359</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>0.142</td>
<td>0.156</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>0.178</td>
<td>0.186</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>0.167</td>
<td>0.175</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Before processing</td>
<td>0.757</td>
<td>0.265</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>0.351</td>
<td>0.265</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>0.362</td>
<td>0.122</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>0.281</td>
<td>0.249</td>
</tr>
<tr>
<td>VZhM-4</td>
<td>3</td>
<td>Before processing</td>
<td>0.406</td>
<td>0.629</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>0.090</td>
<td>0.522</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>0.141</td>
<td>0.096</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>0.052</td>
<td>0.108</td>
</tr>
</tbody>
</table>

**Microhardness**

The HV values are obtained as an average of 5 points.

### Table 8. Results of measuring the roughness of samples

<table>
<thead>
<tr>
<th>Material</th>
<th>Sample No.</th>
<th>Mode No.</th>
<th>HV</th>
</tr>
</thead>
<tbody>
<tr>
<td>VZhL14-VM</td>
<td>1</td>
<td>Before processing</td>
<td>322.93</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>488.70</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>489.73</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>483.38</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Before processing</td>
<td>346.65</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>469.79</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>508.12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>473.42</td>
</tr>
<tr>
<td>VZhM-4</td>
<td>3</td>
<td>Before processing</td>
<td>435.52</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>576.08</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>609.68</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>619.36</td>
</tr>
</tbody>
</table>
The reinforcing rolling leads to an increase in the microhardness of the surface by 25-33%. The value of HV for the alloy VZhL14-VM is not affected by the pressure and processing step. The microhardness is affected by the rolling pattern.

For the alloy VZhM-4, the value of HV depends on the rolling pattern and the pitch.

CONCLUSIONS

The results of the study showed that:
- for all samples and processing modes, strengthening knurling leads to the formation of squeezing OH and equalization of their values, and also virtually eliminates stretching OH;
- the depth of the crushing of the surface layer depends on the rolling force and is comparable to the tolerances for the manufacture of engineering parts, which does not lead to a significant distortion of their geometry;
- microhardness of the surface of the samples, depending on the regimes of hardening rolling, increases by 25–33 %;
- the roughness depends on the rolling force, the processing step, the rolling pattern and leads to a 2-fold or more decrease in the Ra parameter.

The results of the work show that the reinforcing rolling has a positive effect on the properties of the surface layers of the samples and this technology can be used for finishing the parts made of high-temperature alloys of the VZhL14-VM and VZhM-4 grades.
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