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Abstract. The task of features extraction occurring in creation of systems to diagnose crop diseases using leaves images has been examined in this work. The model of diagnostic feature extraction of leaves images has been proposed for the problem solution. The main concept of the proposed model includes creation of preferred feature set simplifying the construction process of considered rule in pattern recognition given in the form of images. Experimental investigations at problem solving on diagnosis of wheat diseases with the help of leaves images have been conducted for function test of the presented model.
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INTRODUCTION

The issues of creation and use of information systems and technology in agricultural production under modern conditions become a key factor of innovation activities and scientific and technological progress in the field [1]. One of the major tasks in the sphere of modern IT application has to do with the creation of computer systems for identification of crop diseases and forecasting of their development.

It is known that measurement technique is a key factor of scientific and technology development in all sectors of the national economy. Nowadays, information-measuring systems (IMS) are broadly used among the various types of measuring tools due to the requirements of production, trade and other spheres of human activity. Moreover, the scope of IMS use grows continuously.

Over the last years the number of published works have been increased in the field of information systems creation, especially IMS almost in every direction of the agricultural science and production [1-14]. This fact is connected with information and analysis support of experts’ intellectual activity that provides productivity in the subject area of industrial technology.

Today qualifying operations have become an integral part of manufacturing processes. The issues of creation and use of IMS in agricultural production under the modern conditions become a key factor of innovation activities in the field.
One of the main tasks in the scope of application of modern IMS has to do with the creation of information systems for identification of crop diseases, forecasting of their development and spread of crop pests. It is related to the fact that the problem of plant protection from harmful organisms is the most significant which involves the interests of the State [14]. In addition to this, it is evident that without unbiased information on pest condition, diseases and crop weeds, on the one hand, and environment and its trend change on the other hand, practical implementation of protective measures is connected with high expenditures. The application of information system of diagnostics and control phytosanitary condition allows improving reliability of information with the help of diagnostics that gives an opportunity for implementation of earlier and more accurate crop disease diagnosis and make decisions on taking measures to protect them [7–9]. In connection to this, creation of information systems of blights diagnostics (including wheat) is a vital task in controlling of crop harvest. This fact lays the groundwork for frequent occurrence of scientific researches where the issues on blight diagnosis are considered [3, 6–9, 12]. For example, the problems of crop diseases diagnostics have been examined in this work [12] using artificial neural networks. The fundamental idea of the study is a separation of color and textural features of the leaves images. The problems of information system creation of hips diseases of crop have been studied in the work [11] on the basis of image processing of their leaves. The issues of leaves images processing have been analyzed in the paper [13].

The source literature analysis, in particular [2–14], shows that the problem of crop disease diagnosis has not been enough studied. Therefore, the objectives associated with the questions of information extraction on the examined plants given in the form of leaves images are still important today.

The distinctive feature of the studied approach to the problem solution of features selection is the set formation of preferential characteristics simplifying the construction of decision procedure in the object recognition set in the form of pictures. Moreover, it helps to accomplish transition from specific algorithms of feature selection to the model – a family of algorithms for uniform description of the decision procedure. It should be noted that the present paperwork represents an updated and revised version [14].

The aim of the study is the development of formation model of diagnostic features defining crop disease by source picture of leaves. The approach which is used here is based on the statistical analysis of leaves pictures of the diagnosed crops.

In order to gain the above set goal it is necessary to solve the following tasks:
1) to make reappraisal of the existed approaches to problem solving of crop diseases by the leaves photos and define the research objectives;
2) to develop a model of the image feature extraction associated with identification of crop blights by the leaves pictures;
3) to carry out experimental research for performance evaluation of the developed model.

From a scientific perspective the findings of the work represent a new solution to the scientific learning connected with the object recognition submitted in a form of images. The practical significance of the obtained results is that the engineered algorithms and programs can be used in solving of applications in relation to the object identification presented in the form of images (for instance, in the problems of crop diseases diagnosis with the help of leaves pictures, person identification by a portrait).

**STATEMENT OF THE PROBLEM**

We consider the set of admissible objects \( \mathcal{R} \), given as images of plants leaves. Initial data on each admissible object (investigated plant) \( \mathcal{I} \) are given three dimensional matrix
(color image) \( X \) with the size \( c \times m \times n \) (where \( c \) – the number of color channels; \( m \) and \( n \) – the numbers of rows and columns respectively):

\[
X = \begin{bmatrix}
X_{c11} & \cdots & X_{c1l} & \cdots & X_{cm1} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
X_{c1j} & \cdots & X_{cij} & \cdots & X_{cim} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
X_{c1m} & \cdots & X_{cjm} & \cdots & X_{cnm}
\end{bmatrix}.
\]

(1)

It is assumed that the objects of the set \( \mathcal{R} \) are divided into two disjoint subsets (of the class) \( K_1 \) and \( K_2 \) [15]:

\[
\mathcal{R} = \bigcup_{j=1}^{2} K_j, \quad K_1 \cap K_2 = \emptyset.
\]

(2)

The division \( \mathcal{R} \) is not completely defined. There is only some initial information \( J_0 \) about the classes \( K_1, K_2 \). Let there be some sample \( \tilde{3}^m \) (\( \tilde{3}^m \subset \mathcal{R} \)) consisting of \( m \) objects \( \tilde{3}^m = \{ \tilde{3}_1, \ldots, \tilde{3}_i, \ldots, \tilde{3}_m \}, \quad \tilde{3}_i \in \mathcal{R}, i = 1, m \):

\[
\tilde{K}_j = \tilde{3}^m \cap K_j, \quad C\tilde{K}_j = \tilde{3}^m \setminus \tilde{K}_j.
\]

(3)

Then the initial information \( J_0 \) about the classes can be given in the form [15]:

\[
J_0 = \{ \tilde{3}_1, \tilde{\alpha}(\tilde{3}_1); \ldots; \tilde{3}_i, \tilde{\alpha}(\tilde{3}_i); \ldots; \tilde{3}_m, \tilde{\alpha}(\tilde{3}_m) \}, \quad \tilde{\alpha}(\tilde{3}_i) = (\alpha_{i1}, \alpha_{i2}),
\]

(4)

where \( \alpha_{ij} \) – value of the predicate \( P_j(\tilde{3}_i) = "\tilde{3}_i \in K_j \". \)

The task is to build such an operator that allows to form a space of features that characterizes the diseases of cultivated plants according to the initial image of the leaves. The determination of the set of diagnostic features \( \{ \tau_{u1}, \ldots, \tau_{uL}, \ldots, \tau_{un} \} \) is carried out according to the given initial information \( J_0 \) on the basis of statistical analysis. In this case, it is required that the formed feature space be smaller than the original one, and it should ensure the separation of the specified objects with some accuracy.

**Proposed Approach**

A non-standard approach to the problem of feature set formation identifying crop diseases has been studied in the research. The model of feature extraction of the object set in the form of images has been offered on the basis of this approach. A fundamental concept of the proposed model involves space creation of independent (or weakly dependent) diagnostic features in pattern recognition given in the form of images. Therewith three-dimensional (two-dimensional) structure of leaves images is introduced as one-dimensional space of characteristics of high dimensionality. Each feature defines only a specific area (fragment) of a picture. Various statistical characteristics are used for description of each fragment of an initial picture.

The proposed model of operators for extracting the diagnostic features of images of leaves of cultivated plants includes the following main steps.

1. **Formation of basic fragments of images of leaves.** The first step in setting the model for the extracting of features is the formation of a system of basic fragments of images \( \Sigma \), where \( \Sigma = \{ \Xi_1, \ldots, \Xi_k \} \), depending on the parameter \( k \), where \( k = m_\ell \times n_\ell \), \( m_\ell \) is the number
of vertical divisions of the image, and \( n_w \) is the number of image divisions by width. This parameter indicates the fixed power of the subsets that are formed as a result of the division of the image in question. By specifying different integer values for this parameter, different amounts of base fragments can be obtained. This requires that the number of elements (pixels) in each image fragment should be the same. As a result of this stage, \( k \) the same rectangular fragments are formed. If the dimension of the original image is \( H \times W \) pixels, then the resulting image fragments will consist of \( k_h \times k_w \) pixels:

\[
k_{hi} = H \div m_{hi} + \delta_{hi}, \quad k_{wi} = W \div n_{wi} + \delta_{wi},
\]

\[
\delta_{hi} = \begin{cases} 0, & \text{if } H \mod m_{hi} = 0, \\ 1, & \text{else}; \end{cases} \quad \delta_{wi} = \begin{cases} 0, & \text{if } W \mod n_{wi} = 0, \\ 1, & \text{else}. \end{cases}
\]

If there are residuals from division, the sizes of image fragments are increased by one pixel, the beginning of the others is shifted to the left (up) by one pixel.

Depending on the method of forming the system of basic fragments \( \Xi_q \), where \( q=1,k \), we can get a variety of feature extraction algorithms [16].

2. Determining of a set of diagnostic features of leaves. At this stage, a set of diagnostic features is formed, which are defined as sampling points on the reference subset in question. It is known [17] that the moment of order \( n_p \), where \( n_p=(p+q) \), of the random variable \( f(x,y) \), where \( (x,y) \in \Xi_u \), is defined as

\[
m_{pq} = \frac{1}{N_u} \sum_{(x,y) \in \Xi_u} x^p y^q f(x,y), \quad N_u = |\Xi_u|, \quad p,q = 0,1,...,n_p,
\]

here \( n_p \) is a parameter indicating the maximum order of the computed moments.

To determine the central moments, we use the following formula:

\[
\mu_{pq} = \frac{1}{N_u} \sum_{(x,y) \in \Xi_u} \left(x-x_u\right)^p \left(y-y_u\right)^q f(x,y),
\]

where \( x_u \) and \( y_u \) coordinates of the central point \( \Xi_u \).

In addition to the characteristics considered, it is possible to calculate variance, autocorrelation, etc., as diagnostic features of the object.

As a result of this stage, we get a set of diagnostic features. The generated feature space will be denoted by \( \Upsilon (\Upsilon = (y_1,\ldots,y_{k+n_p})) \).

3. Extracting of subsets of strongly correlated features. At this stage, a system of “independent” subsets of diagnostic features \( \Upsilon \) is defined.

The subsets of strongly correlated features are extracted as follows. Let \( \Gamma_u (u = 1,k) \) - be subsets of diagnostic strongly correlated features. The proximity measure \( L(\Gamma_u, \Gamma_v) \) between the subsets \( \Gamma_u \) and \( \Gamma_v \) may be given with different ways, for example:

\[
L(\Gamma_u, \Gamma_v) = \frac{1}{N_u \cdot N_v} \sum_{y_i \in \Gamma_u} \sum_{y_j \in \Gamma_v} \eta(y_i, y_j),
\]

where \( N_u, N_v \) – the number of diagnostic features entering respectively into subsets \( \Gamma_u \) and \( \Gamma_v \); \( \eta(y_i, y_j) \) – function characterizing the strength of the pair relationship between the signs \( y_i \) and \( y_j \).
As a result of this stage, a set of "independent" subsets of strongly correlated features $W_d = \{ \Xi_1, \Xi_2, ..., \Xi_n \}$ is determined. The number of extracted subsets will depend on the parameter $n'$. By setting this parameter to various integer values, we can get different algorithms [18].

4. Determining of preferred features. We consider the subsets $\{ \Xi_1, \Xi_2, ..., \Xi_n \}$, which are defined in the previous step. Let $N_q$ be the power of a subset of strongly correlated features. A selection from a subset $\Xi_q$ the preferred feature is made on the basis of an evaluation of the dominance of the feature in question, which divides the objects belonging to the set $\tilde{\Xi}^m$ into two subsets (classes) $K_1$ and $K_2$ [19]:

$$D_i = \frac{\hat{N}_1 \sum_{j=1}^{2} \sum_{3 \in K_1 \setminus 3 \in K_2} (a_i - a_{iu})^2}{\hat{N}_1 \sum_{3 \in K_1 \setminus 3 \in K_2} (a_i - a_{iu})^2},$$

where $\hat{N}_1 = (m_1 (m_1 - 1) + m_2 (m_2 - 1))/2$, $\hat{N}_2 = m_1 \times m_2$, $m_1 = |\tilde{K}|$, $m_2 = |\tilde{K}_2|$.

The smaller the value $D_i$, the greater the preference is given to the corresponding feature. If two or more features receive the same preference, then any one of them is selected. In calculating $D_i$, it is assumed that $\Xi$ and $\Xi_u$ are different objects (i.e. $\Xi \neq \Xi_u$).

For each subset of strongly correlated features $\Xi_q$, a preferred feature is identified at this stage, which is denoted by $\chi_q$. As a result, the following set of preferred features is formed: $\chi_1, \chi_2, ..., \chi_n$.

Each preferred feature from this set is representative of only one subset of strongly correlated features.

Thus, a model of operators for the formation of diagnostic features for the image of leaves of cultivated plants is defined. To assess the efficiency of the model, experimental studies were conducted.

In order to assess the working capacity of the model, functional schemes and corresponding algorithms have been developed that determine the structure of the program to be created.

**EXPERIMENT AND RESULTS**

Functional diagrams and relevant diagnosis programs have been developed for common use and performance evaluation of the analysed model. The elaborated programs have been implemented in Delphi language. For the purposes of functional test of the developed programs we shall consider the diagnosis task of the stripe rust of wheat using leaves images.

The fact is that rust diseases of grain, especially wheat, are more harmful and dangerous in many parts of the world. The injuriousness of these wheat diseases and volumes of harvest losses depend on a number of factors, primary lesion period (i.e. phases of wheat growth, starting time of a disease), growth rate and others.

A precise determination of phase of development is of great importance not only in the analysis of harmful rust diseases but also in the conducting of research on forecasting of disease development and plan organization for plant protection.
A precise determination of phase of development is of great importance not only in the analysis of harmful rust diseases but also in the conducting of research on forecasting of disease development and plan organization for plant protection.

The collection of 300 wheat leaves images is given as initial data (i.e. original sample $V$). Furthermore, a number of possible diagnoses (phytosanitary state) equals 2:

- wheat leaves images with detected stripe rust ($K_1$);
- wheat leaves images without stripe rust ($K_2$).

The first subset $K_1$ has 150 pictures and the second – the rest. These pictures have been divided into educational and check samples. The method of cross-validation is applied for accuracy calculation at problem solving for the exception purposes of successful (or unsuccessful) partition of the original sample $V$ into two parts $V_o$ and $V_k$ ($V = V_o \cup V_k$, where $V_o$ – training set, $V_k$ – test set) [18, 20]. In this technique the original sample of objects is split into 30 non-crossing blocks in a random manner containing 10 objects each. It is required to keep proportion in all blocks quantitatively to objects belonging to different classes. As the result 5 objects of each class can be observed in each block. The procedure of cross-validation in these blocks includes several steps. 22 from 30 blocks are chosen on each step in the function of educational sample, and the model with set parameters is taught at this sampling. The model taught in such a way is checked in other 8 blocks (check sample). The model quality rating on accuracy classification is identified and recorded at the end of each control. Each block one by one is selected and their positions are changed when implementing every next step from test and training sets. The appropriate blocks are marked and they do not participate when selecting candidates for including control sample to exclude objects reuse of check samples. The correctness of diagnosis is defined as average after finishing the procedure of cross-validation exam.

The task of diagnostics has been completed with the help of: 1) the model described in [11]; 2) the proposed model of feature extraction. Experimental results in problem solving with the use of these models are presented, correspondingly, in the Tables 1 and 2.

### Table 1. The results of solving the diagnostic problem using the known model

<table>
<thead>
<tr>
<th>Diagnosis</th>
<th>The average number of correct diagnoses</th>
<th>The average number of incorrect diagnoses</th>
<th>Average number of failures</th>
<th>Accuracy of diagnosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sick</td>
<td>32.1</td>
<td>6.4</td>
<td>1.5</td>
<td>80.3 %</td>
</tr>
<tr>
<td>Not sick</td>
<td>34.6</td>
<td>4.5</td>
<td>0.9</td>
<td>86.5 %</td>
</tr>
</tbody>
</table>

### Table 2. The results of solving the diagnostic problem using the developed model

<table>
<thead>
<tr>
<th>Diagnosis</th>
<th>The average number of correct diagnoses</th>
<th>The average number of incorrect diagnoses</th>
<th>Average number of failures</th>
<th>Accuracy of diagnosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sick</td>
<td>36.3</td>
<td>2.9</td>
<td>0.8</td>
<td>90.8 %</td>
</tr>
<tr>
<td>Not sick</td>
<td>37.6</td>
<td>1.9</td>
<td>0.5</td>
<td>94.0 %</td>
</tr>
</tbody>
</table>

According to Table 1, when using the model considered in [11], 66.7 objects from 80 objects (images of leaves) were properly identified on average, which is 83.4% recognition accuracy. Using the developed model, 73.9 objects were correctly identified from 80 objects (images of leaves), which is 92.4% recognition accuracy (Table 2).

The carried out experimental researches have shown the efficiency of the developed model of extraction of diagnostic features in solving the given task. As a result of the experiment, a set of diagnostic features is generated, which allows to split the objects of the control sample into two classes with an acceptable error.
CONCLUSION

The issues on diagnostics of crop diseases and data support of decision-making on their protection are one of the main in the problem of harvest control. Nevertheless, tasks connected with the development of automated systems of crop diseases diagnostics are not studied well.

The model of diagnostic feature creation has been developed in the detection of blights using leaves images. Moreover, formation of diagnostic features is supported by calculation of different statistical characteristics for each fragment of the initial picture.

In the course of solving a practical task it has been specified that the steps of subset formation of "independent" features, especially, issues on detection of a number of such subsets and collection of diagnostic features by leaves pictures as well as extraction of preferable characteristics play the most important role in task solving of diagnostics. Therefore, it is necessary to continue research taking into account the ascertained directions.

The developed model can be employed in composition of diverse software applications focused on decision-making of objects classification prescribed in the form of images.
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