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Abstract. In this paper, a method for collision-free three-dimensional autonomous navigation of an 
underactuated coupled non-holonomic unmanned aerial vehicle (UAV) among obstacles was pro-
posed. This method will be the basis for designing a planner for the UAV trajectory guidance in a 3D 
cluttered environment. The planner assumes that the cost of flying over an area is independent of the 
path through which the UAV reaches that area, however this is not always true. Moreover, the path 
problem is not formulated as a matter of numeric cost minimization to be solved by methods like dy-
namic programming, which is time-consuming. A dynamic model of six degrees of freedom hexacop-
ter equipped with a robotic arm has been formulated using Newton-Euler’s method. Then, the equa-
tions of motion of the UAV are derived by including disturbances analysis. The derived dynamic 
model reflects the real motion of the hexacopter with respect to the earth, which is also characterized 
by nonlinearity, time variance, underactuation and coupling among the equations' variables. This pa-
per suggests bio-inspired and sample-based algorithms in order to solve and optimize the three-
dimensional path-planning problem. A unique real-time obstacle avoidance approach based on artifi-
cial potential field concept in addition to an off-line genetic algorithm were investigated. 

Keywords: evolutionary algorithm, sample-based algorithm, bio-inspired algorithm, artificial potential 
field, genetic algorithms, unmanned aerial vehicles, path planning, collision avoidance. 

INTRODUCTION 

Tsai, et al. [1] proposed a three-dimensional real-time path planning based on rapidly-
exploring random tree algorithm (RRT). However, the paths generated are, in general, not op-
timal due to the existence of redundant waypoints. Bagheran and Alos [2] used genetic algo-
rithm (GA) and particle swarm algorithms to generate the path that should be a sequence of 
speed rate and angles at discrete times, where the cost function was calculated precisely and 
3D maps were generated containing the geographic data accompanied by a digital terrain 
model and a geographical information system. Two approaches were investigated the artificial 

                                                            
  © I. N. Ibrahim, A. A. Karam, M. A. Al Akkad, 2017 
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potential field algorithm (APF) and the genetic algorithm (GA). APF algorithms are sorted as 
sampling-based algorithm because it needs the whole workspace sampling information to es-
cape from local minima [3]. While genetic algorithm [4–5] is the most famous population-
based numerical optimization method and originate from mimicking biological behavior in 
solving problems, Gouda [4] presented a path planning for a manipulator in a 3D environment 
based on a GA method, where the full and optimized path was formulated as three real chro-
mosomes containing three-real trajectories in a fixed time. Zhang, et al. [5] proposed fuzzy 
logic control technology to solve the distance between the vessels to solve uncertainty-
planning problem of a set of underactuated unmanned vehicles within a given space, more-
over, they used GA to optimize the input/output scaling factor of a fuzzy controller. Interest-
ing ideas for path formulation in addition to fuzzy adaptive differential evolution for path 
planning in a 3D environment was presented in [6–9], where UAV must have some sensing 
capabilities to operate in a dynamic environment while it is not required in a static environ-
ment as every information of the environment will be known beforehand. Wang and Zhang 
[10] used a fuzzy logic approach as a method to output a threat cost gain in order to enable the 
UAV escape from a sudden threat quickly, and the final route was calculated by a differential 
evolution algorithm. Shen, et al. [11] used a model predicting technique in real-time to find an 
optimal track in a three-dimensional complex environment, especially under the threat of 
moving targets. Where the weight of each factor of maneuvering performance was calculated 
by a multi-objective optimization algorithm in the search space. Kurnaz, et al. [12] used tacti-
cal air navigation (TACAN) approach and the performance of the fuzzy based controllers is 
evaluated with time-based diagrams, the simulation studies presented verify that the UAV can 
follow the predefined trajectories despite the simplicity of the controllers. Kurnaz, et al. [13] 
evaluated the performance of adaptive neuro-fuzzy inference system (ANFIS) based control-
lers in relation to the autonomous operation of UAVs, nevertheless, for some flight condi-
tions, the ANFIS type controller has resulted in unstable performance. This has demonstrated 
that more stable learning algorithms need to be adopted. Vadakkepat, et al. [14] used an APF 
method combined with a genetic algorithm, to derive a new methodology named evolutionary 
artificial potential field (EAPF), the proposed method aims to navigate robots situated among 
moving obstacles based on optimal potential field functions. Khatib [15] proposed APF as 
a real-time obstacle avoidance approach for manipulators and mobile robots. APF methods 
have lower computational requirements than local planning approaches and could be extended 
to moving obstacles by using time-varying and adaptive techniques while running [16]. 
Wang, et al. [17] extended the range of robot’s vision in order to operate in unknown and un-
certain dynamic three-dimensional environments with a number of stationary or moving ob-
stacles. Lee, et al. [18] addressed a new inherent limitation of the potential field methods re-
ferred to as symmetrically aligned robot-obstacle-goal (SAROG), which involves critical risk 
of local minima trap. 

PROBLEM STATEMENT 

This paper suggests a design of a robot guidance algorithm, which will be used as a plan-
ner for UAV navigation with collision avoidance in a 3D cluttered environment. This design 
is based on bio-inspired and sampling-based algorithms with two types of known 2D-3D en-
vironments. This problem of path planning is attributed to the top layer of a robot control 
process. And it is described as a continuous real-time planning, in a dynamic 3D environment 
with a number of stationary or moving obstacles, of a non-holonomic under-actuated nonlin-
ear UAV with bounded control input.  
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We suggest that the vehicle operates in a three-dimension (R3) space called S as shown in 
Figure 1 that contains several static and dynamic obstacles Osi and Odi. Obstacles can be of 
any irregular shapes but we assume that obstacles are always inside or covered by a sphere of 
a known radius ri and a known center ci located in obstacle space called Sobstacle. In addition, 
there is also a stationary start point S and a target point T located in a three-dimensional free 
space called Sfree. Now the objective is to generate trajectories of the path from S to T in Sfree 
where the vehicle should always stay. Thus, the path-planning problem is defined by a triplet 
(S, T, Sfree), with the following definitions [3]: 

– Path planning is a continuous unbreakable process F that achieves ( ) ,freeSδ τ ∈  for all 

[ ]0, Lτ∈  where 3Rδ ⊂  is a function of bounded variation, where ( )0 Sδ =  and ( ) .L Tδ =  
– Optimal path planning is a process F* after fulfilling F to find the optimal path δ* 

whose cost is ( )( )min ,iC δ  where δi is the set of all feasible paths, and C is the cost function: 

( ) 0.i i
i

C Rδ ∈ δ ≥∑  

– Path planning augmentation is the process of finding a continuous curve in the con-
figuration space made up of segments of which each can be a trajectory, and starts at node S 
and ends at node T, without continuous time consideration, including stops in defined posi-
tion. 

– Trajectory generation is the process of taking the solution from the path planning al-
gorithm and determining how to move along the path, considering the Kino dynamic con-
straints, which can be an element of the path. The trajectory is a set of states that are associ-
ated with time, described by a polynomial X(t). Velocities and accelerations are computed by 
taking derivatives with respect to time.  

 

 
Figure 1. Three-dimension (R3) environment 

METHODOLOGY PATH FORMULATION 

In this initial path planning research, it is assumed that all the information about the envi-
ronment, including the obstacles’ areas, is known to the UAV. In our study, the UAV is as-
sumed to be in an environment with different obstacles’ areas. The UAV has to avoid the ob-
stacles areas; otherwise, there will be some penalty for paths passing through those areas. The 
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path-planning problem can also be formulated as a 3D path-planning problem or a 2D path-
planning problem, by assuming the constant altitude sometime after takeoff. All three dimen-
sions are considered in this study during the entire flight [4]. The main goals in our method 
are to produce an optimum 3D path by taking into our consideration real-time computational 
time, obstacles areas and path distance from S to T while formulating the path. Figure 2 shows 
Voronoi diagram that was introduced by Shamos and Hoey [45] and developed by Luchnikov 
et al. [44] for 3D environments. It is used to generate the topological connection. With high 
number of obstacles the problem turns out sophisticated and here we can see if there is a solu-
tion based on the calculation of the Voronoi channel [45]. Figure 2 demonstrates the complex-
ity of the problem for a fixed altitude. 

 

 
Figure 2. Voronoi diagram of environment 

In this paper, two types of algorithms will be investigated: artificial potential field algo-
rithm in the 3D environment and bio-inspired algorithms in the 2D environment after assum-
ing the constant altitude. Firstly, the initial path process is initialized by determining the start 
point S and the target point T, as shown in Figure 3. There are some obstacles’ areas in the 
task region, which are all presented in the form of a sphere. In this environment, we will apply 
APF algorithm which works on-line, while the vehicle is in the space, by taking only the co-
ordinates, the center, and the radius of each obstacle. Then we will apply bio-inspired algo-
rithms (genetic and differential evolution algorithms) which works off-line after doing some 
transformations in the 2D environment. 

These simplifications are as follow. First, we connect point S and point T in a straight 
line, which is considered as the optimum path but contains penalty collisions with obstacles, 
so we divide this line to equal ST segments that define the accuracy of the planning, draw a 
vertical line of at each ST segment point. This set of lines can be denoted as 1 2, ,..., ,...,k TL L L L  
at each line producing a discrete points collection 

( ) ( )( ) ( ) ( )( ) ( ) ( )( ) ( ) ( )( ) ( ) ( )( ){ }..., , 2 , , 1 , , , , 1 , , 2 ,... ,kC x k y i x k y i x k y i x k y i x k y i= − − + +  

which is called waypoint. We take a discrete waypoint at each line and connect them in se-
quence form in a flight path P. In this way, the path-planning problem is turning into optimiz-
ing the coordinate series to achieve a superior fitness value of the objective function. To ac-
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celerate the algorithm’s search speed, we can let ST line be the X-axis and take the coordinate 
transformation on each discrete point ( ) ( )( ),x k y k  according to formula (1), as shown in 

Figure 3, where ( )−π < θ < π  is the angle that the original X-axis counterclockwise rotates to 

parallel ST segment, while ( ),s sx y  represent the coordinates in the original coordinate system 
[5–6, 9]. Figure 4 shows the problem of path planning after applying the simplifications with 
fixed radius obstacles:  

 
X X

R
Y Yθ

′⎡ ⎤ ⎡ ⎤
=⎢ ⎥ ⎢ ⎥′⎣ ⎦ ⎣ ⎦

, while 
cos sin
sin cos

Rθ

θ θ⎡ ⎤
= ⎢ ⎥− θ θ⎣ ⎦

. (1) 

 

   
Figure 3. Rotation of a two-dimensional 

Cartesian coordinate 
Figure 4. Path planning formulation 

and coordinate transformation 

UAV EQUATIONS OF MOTION 

In this paper the flight model equations and UAV physical constraints are similar to [21, 
22]. A simplified kinematics model of a UAV flying in a three-dimensional airspace is of in-
terest. So, the UAV is considered as a point in a 3D space, and its translational and angular 
states at time t are defined in [23–25] as follow: 

 ,

x

y

z

dI

x
dI

y

z
dI

F
mx U F

y U
m

z U g F
m

⎡ ⎤
⎢ ⎥
⎢ ⎥⎡ ⎤ ⎡ ⎤
⎢ ⎥⎢ ⎥ ⎢ ⎥= + ⎢ ⎥⎢ ⎥ ⎢ ⎥
⎢ ⎥⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦ ⎢ ⎥
⎢ ⎥
⎣ ⎦

  where 
( ) / ,
( ) / ,

( ) / .

x T

y T

z T

U c c s s s u m
U c s s s c u m

U c c u m

⎧ = φ ψ θ + φ ψ
⎪ = φ ψ θ − φ ψ⎨
⎪ = φ θ⎩

 (2) 

The inertial frame position of the vehicle is given by vector [ ] .Tx y zξ =  The angular 
position of the body frame with respect to the inertial one is usually defined by means of the 
Euler angles: roll ,φ  pitch ,θ  and yaw ψ  where cθ  is equivalent to cos ,θ  also sθ  means 
sin ,θ  and so on, g is the gravity acceleration, m is the mass of aircraft, the disturbance force 
is the other forces like Coriolis force from the earth, wind, and Euler forces which are consid-
ered as disturbances, summarized as DIF  in the Earth frame: [ ] ,T

DI dIx dIy dIz EF F F F=  blade 
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rotation is with angular velocity .ω  Finally, the total thrust force vector of the aircraft is Tu  

and it is the sum of the propellers thrust force vectors 
6

1
.i

i
T

=
∑  

OBJECTIVE FUNCTIONS 

UAV path planning is generally formulated as a multi-objective optimization problem. 
The most critical objective is the path length, which can be directly translated to energy and 
obstacle costs along the path. However, there are researches that take the objectives [2, 6, 27]. 
In our study, the UAV path planning is considered as a bi-objective optimization problem in 
the aim of minimization of both energy cost and obstacle cost. The energy cost eJ  is directly 
dependent on the path length P by measuring the distance from a specified waypoint to the 
target while obstacle cost oJ  represents the distance from each center of an obstacle by taking 
into account the radius of the obstacle, as follows: 

 
0

,
P

e eJ w dt= ∫   
0

.
P

o oJ w dt= ∫  (3) 

Where we, wo are the weights for UAV for the whole path. This research focuses on two 
methods for finding a solution and optimization, the artificial potential field and the genetic 
algorithm methods. The first one is an active classical approach of sampling-based algorithms 
to reactive collision avoidance. This method depends on three objective functions that cause 
repelling from obstacles and attraction to the target, in addition to, escaping from local min-
ima trap [18–20]. Then weight functions can be now written in 3D workspace as follows: 

 2 2 2

0,  if UAV at the Target,

( ) ( ) ( ) ,  otherwise,e
target uav target uav target uav

w
x x y y z z

=
⎡ ⎤α − + − + −⎣ ⎦

 (4) 

 
2 2 2

1

0, if collision free,

, otherwise,
( ) ( ) ( )

t t t

o m

obstacle uav obstacle uav obstacle uav
t

w
x x y y z z

=

ε=
⎡ ⎤− + − + −⎣ ⎦∑

 (5) 

where m is the number of obstacles in the workspace, α and ε are the attractive and repulsive 
parameters respectively, [ ]T

uav uav uavx y z  is the UAV coordination’s vector, 
T

target target targetx y z⎡ ⎤⎣ ⎦  is the target coordinate’s vector and 
t t t

T

obstacle obstacle obstaclex y z⎡ ⎤⎣ ⎦  is the 
tth obstacle coordinate’s vector. 

While the other algorithm is the genetic algorithm which is the second method discussed 
in this study, this is one of the bio-inspired algorithms that aims to optimize the problem 
based on objective cost. Like previous methods, two parameters were also analyzed in this 
study, distance to the target and to the obstacles. Then weight equations can be written as ex-
tended forms for each waypoint i  in the vertical line of segment k  and n is a number of way-
points in each level k, as follows: 

 2

1

,
n

ek eik
i

J D
=

= ∑  (6) 
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ARTIFICIAL POTENTIAL FIELD METHOD 

The philosophy of artificial potential field method APF can be schematically described 
by the movement of the vehicle in a field of forces. The position to be reached is an attractive 
pole for the target and the obstacles are repulsive forces for the vehicles [42] as shown in Fig-
ure 5. In addition to, an escape force for the critical risk of local minima trap, which is a new 
inherent limitation of potential field method, which is a symmetrically aligned robot-obstacle-
goal (SAROG) [43] as shown in Figure 6. APF method has a lower computational require-
ment than local planning approaches [40]. These forces are described as follow: 

 2 2 2( ) ( ) ( ) ,att target uav target uav target uavF x x y y z z⎡ ⎤= α − + − + −⎣ ⎦  (10) 

 
2 2 2

1

.
( ) ( ) ( )

t t t

rep m

obstacle uav obstacle uav obstacle uav
t

F
x x y y z z

=

ε
=

⎡ ⎤− + − + −⎣ ⎦∑
 (11) 

 

   
Figure 5. Normal situation of APF Figure 6. Critical risk of local minima traps 

While the escape force was calculated based on the distances of the obstacle from the col-
lision-free area as shown in Figure 7, we take into consideration the UAV’s orientation in 
space: 

 1

0, if  No_SARGO,

3 _ _ _ _ cos , if  SARGO,esc oF r sdD Cartesian Coordinate Rotation
dv

−= ⎛ + ⎞⎛ ⎞
⎜ ⎟⎜ ⎟

⎝ ⎠⎝ ⎠

 (12)  

 ,
x x
y BCD y
z z

′⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥′ =⎢ ⎥ ⎢ ⎥

′⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦

 (13) 
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where the 3D Cartesian coordinate rotation is the BCD Euler’s rotation matrices with 
( )−π < θ < π  as follow:  

 
cos sin 0
sin cos 0 ,
0 0 1

D
ϕ ϕ⎡ ⎤

⎢ ⎥= − ϕ ϕ⎢ ⎥
⎢ ⎥⎣ ⎦

 
1 0 0
0 cos sin ,
0 sin cos

C
⎡ ⎤
⎢ ⎥= θ θ⎢ ⎥
⎢ ⎥− θ θ⎣ ⎦

 
cos sin 0
sin cos 0 .
0 0 1

A
ψ ψ⎡ ⎤

⎢ ⎥= − ψ ψ⎢ ⎥
⎢ ⎥⎣ ⎦

 (14) 

Figure 8 shows the axes’ order around which to rotate the coordinates. 

Also, ,
x
y
z

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

 
x
y
z

′⎡ ⎤
⎢ ⎥′⎢ ⎥

′⎢ ⎥⎣ ⎦

 are the old and new coordinates of the UAV, respectively. This force 

applies when SARGO occurs; this is when the UAV, the obstacle, and the target are aligned 
or when the target and obstacle are closely positioned. This causes oscillation and is called 
local minima trap. The problem condition is described as: 

 ( ) ( ) ( ) ( ) ( ) ( )2 1 2 1 2 1 3 1 3 1 3 1
ˆ ˆ ˆ ˆ ˆ ˆ ,x x X y y Y z z Z x x X y y Y z z Z c⎡ ⎤ ⎡ ⎤− + − + − × − + − + − ≤⎣ ⎦ ⎣ ⎦  (15) 

where, c  is the vector that specifies the margin, where the UAV and target are located in re-
gard to the obstacle. 

 

   
Figure 7. Escape force calculation method Figure 8. 3D Cartesian coordinate rotation 

based on Euler’s rotation 

GENETIC ALGORITHMS 

Bio-inspired algorithms brought in heuristic ideas, and they can excellently deal with 
complex and dynamic unstructured constraints [3]. It is the most popular population-based 
optimization method. The basic version of GA defines a cost function to evaluate the potential 
solutions, which are the optimal waypoints on each k level along the path. This algorithm 
starts by selecting randomly feasible waypoints as the first generation. Then it takes the envi-
ronment, dynamic ability, target, and other constraints into consideration, to evaluate the fit-
ness of each individual (waypoint). In the next step, a set of individuals is selected as parents 
for the next generation according to their fitness. The last step is a mutation and crossover 
step. The whole process is performed in an iterative way and the process stops when a preset 
goal is achieved. The best fitness waypoints are marked as the optimal path nodes achieved 
the shortest path to target and far away from the obstacle for each segment k as follows: 
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There are five parameters in GA algorithms, namely maximum generation number, length 
of solution (number of waypoints in this case study), population size, mutation, and crossover. 
Generally, solutions can evolve further when generation number is increased. The length of 
solution decides the complexity of the problem while population size, mutation, and crossover 
alter the performance of GA.  

SIMULATION 

Processes of testing and simulation were made using LabView software. In first simula-
tion process of APF algorithm we suppose simple scenario as shown in Figure 9, where start 
point is (0, 0, 0), target point is (0, 15, 40), orange spheres are randomly generated obstacles 
which parameters are presented in Figure 10. This algorithm is characterized by the ability to 
work in real time without the need for preprocessing of the map in comparison with other al-
gorithms. However, it requires precise adjustment and adaptation of the parameters of attrac-
tion, repelling, and escape 61 ,E−α =  0.8,ε =  0.3,sd =  4 ,odv r=  in order to get a better and 
more realistic path. The algorithm suffers from the trap problem that was explained before, 
when the aircraft is in the same plane with the target and the obstacle and was solved by the 
escape force. This solution is considered insufficient and requires testing and evaluation to 
define the extent of effectiveness. 

 

 
Figure 9. The scenario of testing the APF algorithm in a 3D environment 

 
Figure 10. A diagram illustrating the location and the number of the spherical shapes 
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Simulation depends on assuming that the aircraft is a point in space regardless of motion 
constraints represented by motion. That is why the algorithm requires some modifications of 
adding flying constraints and adding adaptive techniques for automatic modification of the 
algorithm parameters in order to get quicker decision when overtaking obstacles of constant 
radius, presumably for all the obstacles, including the value of the distance between the obsta-
cles and the target and between them and the vehicle; also, the SARGO distance that is de-
fined according to the trap condition equation; additionally, indicators that define the trap 
state and a state that defines overtaking the obstacle. The obtained results of this test are due 
to pure mathematical operations represented by applying the mathematical vectors techniques 
in executing the algorithm according to [17–18] as shown in Figure 11. However, with a 3D 
generalization to find a solution for a multi-target problem represented by keeping away from 
obstacles and getting near from the target. The vector applied on the vehicle is unfeasible; 
there are no constraints on it. Implementing a planner for the motion path of an unmanned ae-
rial vehicle requires making modification by imposing constraints on the motion vector along 
with scaling to transform the vector from pure mathematical to realistic vector. The following 
figures show the vector values. 

 

 

 

 

 
Figure 11. The results of applying APF method and coordinate vectors in 3D view 

In the second simulation the GA algorithm was applied as a suggestion of a navigation 
algorithm with several testing scenarios, which is characterized by being more complex and 
contains 60 spherical obstacles of fixed diameters, generated randomly. These scenarios re-
quire making some prior transformations and maintaining a suitable height. This is to simplify 
the calculations as mentioned before. This theory does not work instantaneously, requires it-
erative processing, and consumes processing time. In real world, the shapes of obstacles are 
not spherical as proposed in previous scenarios. In order to apply the algorithms, it is neces-
sary to make an approximation, which converts the obstacle into a spherical form. The follow-
ing figures from 12 to 15 illustrates the phases of checking the algorithm with modifying the 
algorithm parameters in addition to comparing the results. 
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Figure 12. The results of applying the genetic algorithm in 3D environment with 60 obstacles  

and by using following parameters: segment length ST = 2, population size = 12,  
generation iterations = 12, crossover parameter = 0.9, mutation parameter = 0.03 

 

 

 
Figure 13. The results of applying the genetic algorithm in 3D environment with 60 obstacles  

and by using following parameters: segment length ST = 1, population size = 12,  
generation iterations = 12, crossover parameter = 0.9, mutation parameter = 0.03 
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Figure 14. The results of applying the genetic algorithm in 3D environment with 60 obstacles  
and by using following parameters: segment length ST = 0.5, population size = 12,  
generation iterations = 12, crossover parameter = 0.9, mutation parameter = 0.03 

 

Figure 15. The results of applying the genetic algorithm in 3D environment with 60 obstacles  
and by using following parameters: segment length ST = 0.5, population size = 20,  
generation iterations = 20, crossover parameter = 0.9, mutation parameter = 0.03 
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CONCLUSION 

This paper offers a comparison between two procedures of 3D navigation to prevent col-
lision of an unmanned vehicle in space. The effectiveness of the two algorithms are defined 
according to computer simulation, and mathematically it is possible to modify the APF algo-
rithm in order to get improvements in the path by adding constraints on motion and adjusting 
the parameters continually in order to get path planning that works in a real time. On the other 
hand, the genetic algorithm is considered ideal; it works in complex dynamic environments 
and does not require prior information about the search field. Due to the experiments, it also 
requires the precise adjustment of the parameters in order to get an ideal path, but it consumes 
processing time because its work is iterative. For applying both algorithms in flying, more 
detailed investigation is required. The following table 1 shows time complexity, work stages, 
and the environments as a comparison between the two algorithms. 

 
Table 1. Time complexity and the environments as a comparison between the two algorithms 

Real-TimeS/D Environment Time Complexity Method 

On-line Static and Dynamic obstacles ( )( ) ( )2logO n n T O n≤ ≤
 

APF 
Sampling-based Algorithm 

Off-line Static and Dynamic obstacles ( )2T O n≥
 

GA 
Bio-inspired Algorithm 
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Abstract. The task of features extraction occurring in creation of systems to diagnose crop diseases us-
ing leaves images has been examined in this work. The model of diagnostic feature extraction of 
leaves images has been proposed for the problem solution. The main concept of the proposed model 
includes creation of preferred feature set simplifying the construction process of considered rule in 
pattern recognition given in the form of images. Experimental investigations at problem solving on di-
agnosis of wheat diseases with the help of leaves images have been conducted for function test of the 
presented model. 

Keywords: diagnostic systems, base fragments of images, diagnostics of plant diseases, diagnostic fea-
tures of leaves, preferred features, correlation of features. 

INTRODUCTION 

The issues of creation and use of information systems and technology in agricultural pro-
duction under modern conditions become a key factor of innovation activities and scientific 
and technological progress in the field [1]. One of the major tasks in the sphere of modern IT 
application has to do with the creation of computer systems for identification of crop diseases 
and forecasting of their development. 

It is known that measurement technique is a key factor of scientific and technology de-
velopment in all sectors of the national economy. Nowadays, information-measuring systems 
(IMS) are broadly used among the various types of measuring tools due to the requirements of 
production, trade and other spheres of human activity. Moreover, the scope of IMS use grows 
continuously.  

Over the last years the number of published works have been increased in the field of in-
formation systems creation, especially IMS almost in every direction of the agricultural science 
and production [1-14]. This fact is connected with information and analysis support of experts’ 
intellectual activity that provides productivity in the subject area of industrial technology. 

Today qualifying operations have become an integral part of manufacturing processes. 
The issues of creation and use of IMS in agricultural production under the modern conditions 
become a key factor of innovation activities in the field. 

                                                            
  © N. Mirzaev, E. Saliev, 2017 



Mirzaev, N., Saliev, E. 
“Feature extraction model in systems of diagnostics of plant diseases by the leaf images” 

21 

One of the main tasks in the scope of application of modern IMS has to do with the crea-
tion of information systems for identification of crop diseases, forecasting of their develop-
ment and spread of crop pests. It is related to the fact that the problem of plant protection from 
harmful organisms is the most significant which involves the interests of the State [14]. In ad-
dition to this, it is evident that without unbiased information on pest condition, diseases and 
crop weeds, on the one hand, and environment and its trend change on the other hand, practi-
cal implementation of protective measures is connected with high expenditures. The applica-
tion of information system of diagnostics and control phytosanitary condition allows improv-
ing reliability of information with the help of diagnostics that gives an opportunity for imple-
mentation of earlier and more accurate crop disease diagnosis and make decisions on taking 
measures to protect them [7–9]. In connection to this, creation of information systems of 
blights diagnostics (including wheat) is a vital task in controlling of crop harvest. This fact 
lays the groundwork for frequent occurrence of scientific researches where the issues on 
blight diagnosis are considered [3, 6–9, 12]. For example, the problems of crop diseases diag-
nostics have been examined in this work [12] using artificial neural networks. The fundamen-
tal idea of the study is a separation of color and textural features of the leaves images. The 
problems of information system creation of hips diseases of crop have been studied in the 
work [11] on the basis of image processing of their leaves. The issues of leaves images proc-
essing have been analyzed in the paper [13]. 

The source literature analysis, in particular [2–14], shows that the problem of crop dis-
ease diagnosis has not been enough studied. Therefore, the objectives associated with the 
questions of information extraction on the examined plants given in the form of leaves images 
are still important today. 

The distinctive feature of the studied approach to the problem solution of features selec-
tion is the set formation of preferential characteristics simplifying the construction of decision 
procedure in the object recognition set in the form of pictures. Moreover, it helps to accom-
plish transition from specific algorithms of feature selection to the model – a family of algo-
rithms for uniform description of the decision procedure. It should be noted that the present 
paperwork represents an updated and revised version [14]. 

The aim of the study is the development of formation model of diagnostic features defin-
ing crop disease by source picture of leaves. The approach which is used here is based on the 
statistical analysis of leaves pictures of the diagnosed crops.  

In order to gain the above set goal it is necessary to solve the following tasks: 
1) to make reappraisal of the existed approaches to problem solving of crop diseases by 

the leaves photos and define the research objectives;  
2) to develop a model of the image feature extraction associated with identification of 

crop blights by the leaves pictures; 
3) to carry out experimental research for performance evaluation of the developed model. 
From a scientific perspective the findings of the work represent a new solution to the sci-

entific learning connected with the object recognition submitted in a form of images. The 
practical significance of the obtained results is that the engineered algorithms and programs 
can be used in solving of applications in relation to the object identification presented in the 
form of images (for instance, in the problems of crop diseases diagnosis with the help of 
leaves pictures, person identification by a portrait). 

STATEMENT OF THE PROBLEM 

We consider the set of admissible objects ,ℜ  given as images of plants leaves. Initial 
data on each admissible object (investigated plant) ℑ  are given three dimensional matrix 
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(color image) X  with the size c m n× ×  (where c  – the number of color channels; m  and n  – 
the numbers of rows and columns respectively): 

 

11 1 1

1

1

... ...
... ... ... ... ...

... ...
... ... ... ... ...

... ...

c ci cn

c j cij cnj

c m cim cnm

x x x

X x x x

x x x

= . (1) 

It is assumed that the objects of the set ℜ  are divided into two disjoint subsets (of the 
class) K1 and K2 [15]: 

 
2

1
,j

j
KU

=

ℜ =   1 2 .K K∩ =∅  (2) 

The division ℜ  is not completely defined. There is only some initial information J0 about 
the classes K1, K2. Let there be some sample mℑ  ( mℑ ⊂ ℜ ) consisting of m objects 
( 1{ ,..., ,..., },m

i mℑ = ℑ ℑ ℑ  , 1,i i mℑ ∈ℜ = ): 

 , \ .m m
j j j jK K CK K= ℑ ∩ = ℑ  (3) 

Then the initial information J0 about the classes can be given in the form [15]: 

 0 1 1{ , ( );...; , ( );...; , ( )},i i m mJ = ℑ α ℑ ℑ α ℑ ℑ α ℑ   1 2( ) ( , ),i i iα ℑ = α α  (4) 

where ijα  – value of the predicate ( ) " ".j i i jP Kℑ = ℑ ∈  
The task is to build such an operator that allows to form a space of features that character-

izes the diseases of cultivated plants according to the initial image of the leaves. The determi-
nation of the set of diagnostic features 1{ ,..., ,..., }u ui unτ τ τ  is carried out according to the given 
initial information J0 on the basis of statistical analysis. In this case, it is required that the 
formed feature space be smaller than the original one, and it should ensure the separation of 
the specified objects with some accuracy. 

PROPOSED APPROACH 

A non-standard approach to the problem of feature set formation identifying crop dis-
eases has been studied in the research. The model of feature extraction of the object set in the 
form of images has been offered on the basis of this approach. A fundamental concept of the 
proposed model involves space creation of independent (or weakly dependent) diagnostic fea-
tures in pattern recognition given in the form of images. Therewith three-dimensional (two-
dimensional) structure of leaves images is introduced as one-dimensional space of characteris-
tics of high dimensionality. Each feature defines only a specific area (fragment) of a picture. 
Various statistical characteristics are used for description of each fragment of an initial pic-
ture. 

The proposed model of operators for extracting the diagnostic features of images of 
leaves of cultivated plants includes the following main steps. 

1. Formation of basic fragments of images of leaves. The first step in setting the model 
for the extracting of features is the formation of a system of basic fragments of images ,Σ  
where 1{ ,..., },kΣ = Ξ Ξ  depending on the parameter ,k  where ,H Wk m n= ×  Hm  is the number 
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of vertical divisions of the image, and Wn  is the number of image divisions by width. This 
parameter indicates the fixed power of the subsets that are formed as a result of the division of 
the image in question. By specifying different integer values for this parameter, different 
amounts of base fragments can be obtained. This requires that the number of elements (pixels) 
in each image fragment should be the same. As a result of this stage, k the same rectangular 
fragments are formed. If the dimension of the original image is H W×  pixels, then the 
resulting image fragments will consist of H Wk k×  pixels: 

 
div , div ,

0, if mod 0, 0, if mod 0,
1, else; 1, else.

H H H W W W

H W
H W

k H m k W n
H m W n

= + δ = + δ

= =⎧ ⎧
δ = δ =⎨ ⎨

⎩ ⎩

 (5) 

If there are residuals from division, the sizes of image fragments are increased by one 
pixel, the beginning of the others is shifted to the left (up) by one pixel. 

Depending on the method of forming the system of basic fragments ,qΞ  where 1, ,q k=  
we can get a variety of feature extraction algorithms [16]. 

2. Determining of a set of diagnostic features of leaves. At this stage, a set of diagnostic 
features is formed, which are defined as sampling points on the reference subset in question. It 
is known [17] that the moment of order ,pn  where ( ) ,pn p q= +  of the random variable 

( ), ,f x y  where ( ), ,ux y ∈Ξ  is defined as 

 
( , )

1 ( , ),
u

p q
pq

x yu

m x y f x y
N ∈Ξ

= ∑   ,u uN = Ξ   , 0,1,..., ,Pp q n=  (6) 

here Pn  is a parameter indicating the maximum order of the computed moments. 
To determine the central moments, we use the following formula: 

 ( ) ( ) ( )
( ),

1 , ,
u

p q
upq u

x yu

x x y y f x y
N ∈Ξ

μ = − −∑  (7) 

where ux  and uy  coordinates of the central point .uΞ  
In addition to the characteristics considered, it is possible to calculate variance, 

autocorrelation, etc., as diagnostic features of the object. 
As a result of this stage, we get a set of diagnostic features. The generated feature space 

will be denoted by ϒ  ( 1( ,..., )
Pk ny y ×ϒ = ). 

3. Extracting of subsets of strongly correlated features. At this stage, a system of 
“independent” subsets of diagnostic features ϒ  is defined. 

The subsets of strongly correlated features are extracted as follows. Let ( 1, )u u k ′Γ =  - be 
subsets of diagnostic strongly correlated features. The proximity measure ( , )u vL Γ Γ  between 
the subsets uΓ  and vΓ  may be given with different ways, for example: 

 ( ) ( )1, , ,
i u j v

u v i j
y yu v

L y y
N N ∈Γ ∈Γ

Γ Γ = η
⋅ ∑ ∑  (8) 

where ,u vN N  – the number of diagnostic features entering respectively into subsets uΓ  and 

vΓ ; ( ),i jy yη  – function characterizing the strength of the pair relationship between the signs 

iy  and .jy  
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As a result of this stage, a set of "independent" subsets of strongly correlated features 
{ }1 2 ', ,...,A nW = Ξ Ξ Ξ  is determined. The number of extracted subsets will depend on the 

parameter 'n . By setting this parameter to various integer values, we can get different 
algorithms [18]. 

4. Determining of preferred features. We consider the subsets { }1 ',..., ,..., ,q nΞ Ξ Ξ  which 

are defined in the previous step. Let qN  be the power of a subset of strongly correlated 
features. A selection from a subset qΞ  the preferred feature is made on the basis of an 
evaluation of the dominance of the feature in question, which divides the objects belonging to 
the set mℑ  into two subsets (classes) 1K  and 2K  [19]: 

 

1 2

2
2

2
1

2
1

ˆ ( )
,ˆ ( )

j u j

u

i iu
j K K

i
i iu

K K

N a a
D

N a a
= ℑ∈ ℑ ∈

ℑ∈ ℑ ∈

−

=
−

∑ ∑ ∑

∑ ∑
 (9) 

where ( ) ( )( )1 1 1 2 2
ˆ 1 1 2,N m m m m= − + −  2 1 2

ˆ ,N m m= ×  1 1 ,m K=  2 2 .m K=  

The smaller the value ,iD  the greater the preference is given to the corresponding feature. 
If two or more features receive the same preference, then any one of them is selected. In cal-
culating ,iD  it is assumed that ℑ  and uℑ  are different objects (i.e. uℑ≠ ℑ ). 

For each subset of strongly correlated features ,qΞ  a preferred feature is identified at this 
stage, which is denoted by .qχ  As a result, the following set of preferred features is formed: 

1 2, ,..., .n′χ χ χ  
Each preferred feature from this set is representative of only one subset of strongly 

correlated features. 
Thus, a model of operators for the formation of diagnostic features for the image of 

leaves of cultivated plants is defined. To assess the efficiency of the model, experimental 
studies were conducted. 

In order to assess the working capacity of the model, functional schemes and 
corresponding algorithms have been developed that determine the structure of the program to 
be created. 

EXPERIMENT AND RESULTS 

Functional diagrams and relevant diagnosis programs have been developed for common 
use and performance evaluation of the analysed model. The elaborated programs have been 
implemented in Delphi language. For the purposes of functional test of the developed pro-
grams we shall consider the diagnosis task of the stripe rust of wheat using leaves images.  

The fact is that rust diseases of grain, especially wheat, are more harmful and dangerous 
in many parts of the world. The injuriousness of these wheat diseases and volumes of harvest 
losses depend on a number of factors, primary lesion period (i.e. phases of wheat growth, 
starting time of a disease), growth rate and others.  

A precise determination of phase of development is of great importance not only in the 
analysis of harmful rust diseases but also in the conducting of research on forecasting of dis-
ease development and plan organization for plant protection.  
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A precise determination of phase of development is of great importance not only in the 
analysis of harmful rust diseases but also in the conducting of research on forecasting of dis-
ease development and plan organization for plant protection.  

The collection of 300 wheat leaves images is given as initial data (i.e. original sample V). 
Furthermore, a number of possible diagnoses (phytosanitary state) equals 2: 

• wheat leaves images with detected stripe rust ( 1K );  
• wheat leaves images without stripe rust ( 2K ). 
The first subset 1K  has 150 pictures and the second – the rest. These pictures have been 

divided into educational and check samples. The method of cross-validation is applied for ac-
curacy calculation at problem solving for the exception purposes of successful (or unsuccess-
ful) partition of the original sample V into two parts oV  and kV  ( ,o kV V V= ∪  where oV  – 
training set, kV  – test set) [18, 20]. In this technique the original sample of objects is split into 
30 non-crossing blocks in a random manner containing 10 objects each. It is required to keep 
proportion in all blocks quantitatively to objects belonging to different classes. As the result 
5 objects of each class can be observed in each block. The procedure of cross-validation in 
these blocks includes several steps. 22 from 30 blocks are chosen on each step in the function 
of educational sample, and the model with set parameters is taught at this sampling. The 
model taught in such a way is checked in other 8 blocks (check sample). The model quality 
rating on accuracy classification is identified and recorded at the end of each control. Each 
block one by one is selected and their positions are changed when implementing every next 
step from test and training sets. The appropriate blocks are marked and they do not participate 
when selecting candidates for including control sample to exclude objects reuse of check 
samples. The correctness of diagnosis is defined as average after finishing the procedure of 
cross-validation exam. 

The task of diagnostics has been completed with the help of: 1) the model described in 
[11]; 2) the proposed model of feature extraction. Experimental results in problem solving 
with the use of these models are presented, correspondingly, in the Tables 1 and 2. 

 
Table 1. The results of solving the diagnostic problem using the known model 

Diagnosis The average number  
of correct diagnoses 

The average number  
of incorrect diagnoses 

Average number  
of failures 

Accuracy 
of diagnosis 

Sick 32.1 6.4 1.5 80.3 % 
Not sick 34.6 4.5 0.9 86.5 % 

 
Table 2. The results of solving the diagnostic problem using the developed model 

Diagnosis The average number 
of correct diagnoses 

The average number 
of incorrect diagnoses 

Average number 
of failures 

Accuracy 
of diagnosis 

Sick 36.3 2.9 0.8 90.8 % 
Not sick 37.6 1.9 0.5 94.0 % 

 
According to Table 1, when using the model considered in [11], 66.7 objects from 

80 objects (images of leaves) were properly identified on average, which is 83.4% recognition 
accuracy. Using the developed model, 73.9 objects were correctly identified from 80 objects 
(images of leaves), which is 92.4% recognition accuracy (Table 2). 

The carried out experimental researches have shown the efficiency of the developed 
model of extraction of diagnostic features in solving the given task. As a result of the 
experiment, a set of diagnostic features is generated, which allows to split the objects of the 
control sample into two classes with an acceptable error. 
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CONCLUSION 

The issues on diagnostics of crop diseases and data support of decision-making on their 
protection are one of the main in the problem of harvest control. Nevertheless, tasks con-
nected with the development of automated systems of crop diseases diagnostics are not stud-
ied well.  

The model of diagnostic feature creation has been developed in the detection of blights 
using leaves images. Moreover, formation of diagnostic features is supported by calculation 
of different statistical characteristics for each fragment of the initial picture. 

In the course of solving a practical task it has been specified that the steps of subset for-
mation of "independent" features, especially, issues on detection of a number of such subsets 
and collection of diagnostic features by leaves pictures as well as extraction of preferable 
characteristics play the most important role in task solving of diagnostics. Therefore, it is nec-
essary to continue research taking into account the ascertained directions. 

The developed model can be employed in composition of diverse software applications 
focused on decision-making of objects classification prescribed in the form of images. 
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Abstract. The report provides the application of biogas technologies at livestock enterprises as a com-
plex solution of alternative energy supply of heat sources on natural gas. The organization of biogas 
complexes is a high-cost event and requires the selection of the optimal location variant, which con-
sists in minimizing the total costs associated with the production of biogas and its delivery to consum-
ers. Optimization is based on the construction of mathematical models for the location of elements of 
a distributed production structure. The method of solving this problem is based on the use of a genetic 
algorithm with real coding and the use of parallel computations. In this paper, an example of the solv-
ing the problem of the optimal location of biogas complexes in the territory of the Udmurt Republic of 
Russian Federation is presented. The estimation of the economic effect of substitution of natural gas 
with biogas is given, the optimal volume of its production is determined taking into account the solu-
tion of the ecological problem of processing livestock wastes and the possibility of selling by-products 
from biogas production. The results of the calculations are presented in graphical and tabular form. 

Keywords: biogas complex, facility location, intermediate production, final product, genetic algo-
rithm. 

INTRODUCTION 

The distributed industrial structure is typical for many branches of industry and 
agriculture associated with the production and recycling of various types of raw materials and 
minerals [1]. This industry also includes the production of biogas from animal wastes [2, 3]. 
The construction of mathematical models and tools for calculating the optimal production 
structure and facility location for processing raw materials into products allows the most 
rational use of available resources and, accordingly, to achieve the best values of the 
placement performance index, which consists in minimizing costs or maximizing profits [4]. 

Problems of mathematical modeling of facility location at the modern level are devoted to 
the works of M. Daskin, Z. Drezner, S. Hakimi, R. Churche and others [5]. They describe 
various location models taking into account the multilevel and multiproduct nature of produc-
tion, time and probabilistic parameters, restrictions on the output. Methods for solving the 
problems of facility location are described in M. Fisher, R. Galvao, S. Revile, B. Bockaya, J. 
Zhang, E. Erkut, J. Bramell, E. Rolland, K. Rosing [6, 7]. 

The meaningful formulation of the problem of allocating elements of a distributed 
production structure is as follows (see Figure 1). 

                                                            
  © D. G. Nefedov, E. V. Kasatkina, 2017 
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Raw materials storage points 

( )1,i I=  

Livestock farms 
Intermediate product production points 

( )1, ; 1,j J m M= =  

Biogas complexes (biogas) 

Final product production points ( )1,k K=  

Heat sources (heat energy) 

… 

… … 

… … … … 

1 k K 

1 j J 

… … … 
i I 1 

 
Figure 1. Scheme of interrelation of raw materials storage points,  

intermediate product production points and final product production points 

There are a number of K production points for the final product. To produce it, M 
interchangeable types of intermediate products are used. For its production, raw materials are 
used, prepared in raw material storage points, the total number of which is equal to I. It is 
required to find the volumes of output of intermediate products in each of J potential points of 
its production. Possible positions of intermediate products manufactured points are 
determined in advance, and they may or may not coincide with the location of the storage 
points of raw materials and points of the final product production [8]. 

MATHEMATICAL MODEL 

The mathematical model of considered problem is based on the methodology for calculat-
ing the cost of intermediate production and the final product, given in [9, 10]. 

The objective function of the problem is to minimize the total costs for the final product, 
taking into account the costs of production and delivery of intermediate products: 

 min,IP FPC C C= + →  (1) 

 ( ) ( )
1 1 1 1 1 1

,
J M I J K M

IP m m m m m m m
j j ij jk ijk k

j m i j k m
C F V g g x D

= = = = = =

= + τ α +∑∑ ∑∑∑∑  (2) 

 ( )
1 1

,
K M

FP m m
k k

k m

C E D
= =

= ∑∑  (3) 

where C are total costs for production of intermediate and final products, rub./year; IPC  are 
costs for transportation of raw materials, production of intermediate products and its delivery 
to the final product production points, rub./year; FPC  are costs for processing intermediate 
products into the final product at production points, rub./year; m

jV  is the output of m-th type 
of intermediate products at the j-th production point, un.i.p./year; kD  is the output of the final 
product at the k-th production point, un.f.p./year; m

kD  is the output of the final product at the 

k-th production point on the m-th type of intermediate products, un.f.p./year; ( )m m
j jF V  are 

costs of processing raw materials into the m-th type of intermediate products at the j-th pro-
duction point, rub./year; ( )m m

k kE D  are costs for processing m-th type of intermediate produc-
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tion into the final product at the k-th production point, rub./year; m
ijg  are costs of transporting 

a unit of raw materials used to produce the m-th type of intermediate production, between the 
i-th raw materials storage point and j-th point of its production, rub./un.r.m.; m

jkg  are costs of 
transporting a unit of m-th type of intermediate production between the j-th point of its pro-
duction and the k-th point of final product production, rub./un.i.p.; m

ijkx  are managed variables 
that determine a share of the final product from the k-th point of its production, produced in 
the m-th type of intermediate production from the j-th point of its production with the con-
sumption of the raw materials from the i-th storage point. 

The costs of processing of raw materials into the intermediate production ( )m m
j jF V  are 

determined on the basis of technical and economic calculation: 

 ( ) ( ) , 1, , 1, ,m m m m m m
j j j j j jF V a V b V j J m M= + Θ = =  (4) 

where m
ja  are the conditional-constant costs per unit of the m-th type of intermediate produc-

tion output at the j-th point of its production, rub./un.i.p.; m
jb  are the conditional-constant 

costs for the entire output of the m-th type of intermediate production at the j-th point of its 
production, rub./year; ( )Θ χ  is Heaviside function. 

The costs of processing of intermediate production into the final product are 

 ( ) ( ) , 1, , 1, ,m m m m m m
k k k k k kE D a D b D k K m M= + Θ = =  (5) 

where m
ka  are the conditional-constant costs per unit of the final product at the k-th point of its 

production on the m-th type of intermediate production, rub./un.f.p.; m
kb  are the conditional-

constant costs for the entire output of the final product at the k-th point of its production on 
the m-th type of intermediate production, rub./year. 

The following relationships are accepted as the restrictions: 

 
1 1

, 1, , 1, ;
I K

m m m
j ijk k

i k
V x D j J m M

= =

= τ = =∑∑  (6) 
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, 1, , 1, ;
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, 1, , 1, ;
J K
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ijk k i
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x D W i I m M
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α τ ≤ = =∑∑  (8) 

 
1 1 1

1, 1, ;
I J M

m
ijk

i j m
x k K

= = =

= =∑∑∑  (9) 

 [ ]0; 1 , 1, , 1, , 1, , 1, .m
ijkx i I j J k K m M∈ = = = =  (10) 

where m
iW  is the volume of raw materials at the i-th point of accumulation, used to produce 

the m-th type of intermediate production, un.r.m./year. 
Relations (6), (7) establish a balance between the output of intermediate production at its 

production points and demand for it at the final product production points. Expression (8) de-
termines the balance between the required volume of raw materials and the potential of the 
raw materials base at the points of its accumulation. The constraint (9) reflects the condition 
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for the satisfaction all the final product production point with the intermediate production. 
The restriction (10) shows the domain of the desired solution.  

NUMERICAL SOLUTION ALGORITHM 

The presented mathematical model belongs to the class of problems of nonlinear optimi-
zation [11]. In this case, the search for the optimal solution is complicated by the large dimen-
sion of the vector of the desired solutions. The specificity of the problem (1)–(10) is the in-
ability to differentiate the objective function. Therefore, the main problem is the choice of the 
method for the numerical solution of the optimization problem.  

The method for solving this problem is based on a genetic algorithm with real coding. 
A block diagram of this algorithm using parallel computations is presented in Figure 2. 

 
Initial population of individuals  

(variants of location the elements of distributed production structure) 

Genetic operators 
of  selection, 
crossover and 

mutation 

no 

Thread 1 Thread 2 Thread P 

Stop 
criteria

Genetic operators 
of  selection, 
crossover and 

mutation 

Genetic operators 
of  selection, 
crossover and 

mutation 

no no 

Finding the optimal solution 

Migration of 
individuals 

Migration of 
individuals 

Migration of 
individuals 

… 

… 

yes yes Stop 
criteria

Stop 
criteria 

yes 

 
Figure 2. Block diagram of genetic algorithm using parallel computations 

Search for solution of the problem involves several stages: 
1. Formation of the initial population of individuals. 
2. Assessment of fitness of individuals. 
3. Application of genetic operators. Over individuals within each flow, the action of ge-

netic operators is carried out: selection, crossover and mutation. 
4. Migration of individuals. At this stage, there is a movement of individuals from one 

thread to another – migration is carried out.  
5. Finding the optimal solution of the problem. The best individual of a given thread is 

compared to the best individuals of the remaining threads, and the winner becomes the 
solution of the problem. 
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The partitioning of the population into several threads and the execution of intra-thread 
operations by individual processors of the computing device leads to a significant increase in 
the overall speed of searching for the optimal solution. 

OPTIMAL LOCATION SCHEME FOR THE BIOGAS COMPLEXES 
ON THE TERRITORY OF UDMURT REPUBLIC 

In Udmurt Republic in 2015, more than 50 % of the animal wastes were provided by 
the 60 livestock farms [12, 13]. They are chosen as potential locations for biogas com-
plexes. 383 heat sources have been chosen as potential biogas consumption points [14]. The 
organization of biogas complexes is a high-cost event, and the cost of biogas and heat energy 
on biogas is reduced due to large volume of production that can be achieved by using the raw 
materials from large livestock enterprises. Further increase in production is achieved at the 
expense of smaller enterprises. This leads to a parametric problem of determining the largest 
economically feasible volume of biogas production, in which the total cost of heat energy on 
biogas, including the cost of its production, does not exceed the cost of heat energy on natural 
gas, including the cost of its purchase. To solve the problem, the above mathematical model is 
used, in which the optimization criterion is minimization of the cost of heat energy on biogas 
subject to a given volume of production. Figure 3 shows the optimal values of objective func-
tion C – the cost of heat energy – for each of the given volumes of biogas production .bgV  In 
the same figure, for comparison, an analogous dependence is given for the cost of heat energy 
on natural gas. The increase in biogas production due to smaller livestock enterprises leads to 
an outpacing increase in the cost of biogas as compared to the fixed cost of natural gas, which 
also affects the cost of heat energy. 
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Figure 3. Dependence of the cost of heat energy production on biogas and natural gas  
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The presented results show that with 70bgV >  million m3 / year the use of biogas to re-
place them natural gas under the conditions of the Udmurt Republic is economically unprofit-
able. The optimal scheme of facility location corresponding to the volume of 70 million m3 of 
biogas per year includes 16 biogas complexes located near the largest livestock enterprises 
supplying 62 heat sources (see Figure 4). 
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Figure 4. Optimal location of biogas complexes 

Volumes of biogas production on biogas complexes are given in Table 1. As calculations 
have shown, in this case the total costs for the production of heat energy including fuel costs 
will be 215 million rubles per year. The average cost of production of heat energy on biogas 
for selected heat sources will be equal to 701 rubles / Gcal.  
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Table 1. Biogas complexes in Udmurt Republic 

No Location  
of biogas complex 

Volume of biogas production,  
million m3/year 

Number of heat sources  
supplied 

1 Italmas 21.53 12 
2 Varaksino 11.20 6 
3 Glazov 8.21 5 
4 Oktyabrskiy 5.77 4 
5 Kigbaevo 5.07 3 
6 Votkinsk 2.66 5 
7 Pychas 2.65 5 
8 Dizmino 2.29 3 
9 Alnashi 2.08 2 

10 Uva 1.82 3 
11 Balaki 1.67 2 
12 Bagrash-Bigra 1.38 2 
13 Palniki 1.17 1 
14 Shevyryalovo 0.97 3 
15 Starye Bygi 0.85 3 
16 Staraya Mon’ya 0.73 3 

 Total 70.05 62 
 
Figure 5 shows the dependence of the annual economic effect E obtained by the substitu-

tion of natural gas with biogas on heat sources, on the volume of biogas production. Its value 
is determined by the difference between the total costs for the heat energy production on natu-
ral gas and biogas. 
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The biogas production yields the ecologically clean organic fertilizers. In addition, the 
waste of livestock enterprises, according to the classification of the Ministry of Natural Re-
sources and Ecology of the Russian Federation, is a hazard class III substance, the utilization 
of which in the production of biogas allows the elimination of environmental fines. Taking 
into account the income from the sale of solid biofertilizers at a cost of 500 rubles per ton and 
exclusion of environmental fines equal to 100 rubles per ton of dry matter, economically prof-
itable biogas production in Udmurt Republic increases from 70 to 100 million m3 per year, 
and the maximum economic effect increases from 20 to 55 million rubles per year. 

CONCLUSION 

As a result of solving the problem of optimizing the location of biogas complexes in the 
territory of the Udmurt Republic it is determined that the maximum amount of biogas produc-
tion, at which it is economically feasible to replace natural gas, is 70 million m3 per year. For 
this volume, the optimal number and location of biogas complexes supplying 62 heat sources 
is given. Taking into account the income from the sale of biofertilizers and the exclusion of 
environmental fines, economically profitable output of biogas increases to 100 million m3 per 
year. 
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Abstract. Fibre networks are rather common today almost in many parts of the world and it looks that 
fibre as the transmission medium is here to stay for some time. Data transmissions in the backbone fi-
bre networks are based on coherent detection principles and use multilevel phase modulations like 
quadrature phase shift keying used for 100 Gb/s transmission speeds. But there are also new photonic 
applications with different requirements then raw speeds only. In order to guarantee seamless coexis-
tence of standard and new photonic applications, we evaluate numerical simulations by using com-
mercially available simulation tools. The simulations results show that such coexistence is possible 
when certain rules are followed. Simulation results are verified on real fibres to ensure reliable opera-
tion. 

Keywords: fibre sensors, accurate time transfer, ultra stable frequency transfer, coherent transmission, 
high speed transmission. 

INTRODUCTION 

High speed data networks using standard single mode fibres (SSMF) are used to transfer 
huge amount of data between continents for good few years now. Coherent receiver principles 
and multilevel modulation formats can offer transmission speeds up to 400 Gb/s, with help of 
64-level quadrature amplitude modulation (64QAM), in one dense wavelength division mul-
tiplexing (DWDM) channel. 

But there are also other applications utilizing optical fibre called Photonic applications or 
services. Examples of such applications are accurate time transfer, ultra stable frequency 
transfer or fibre sensing and transmission speeds are not important anymore but rather mini-
mal and constant delay or jitter and no vibrations. 

National research and educational network (NREN) are pioneers of new developments in 
rather unexplored areas of research networking and special requirements for new applications 
were collected and described for example in [1] and [2]. 

PHOTONIC (NON-DATA) APPLICATIONS 

New applications like accurate time transfer and ultra-stable frequency are not as exotic 
as they were just few years ago and their potential for sensing, metrology, navigation, seis-
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mology or fundamental physics is accepted these days. Another fresh area of new applications 
is using of optical fibre for sensing. 

Such non-data signals are usually amplitude modulated (or even not modulated at all 
which is the case for ultra-stable frequency transfer where the transmitted information is the 
frequency of photons) with rather slow speeds and new challenges certainly will arise when 
such non-data and high speed data signals are transmitted together in one fibre. And one fibre 
(or fibre infrastructure to be precise) must be shared by all such signals because it is not pos-
sible to deploy one fibre infrastructure for data, one for sensing applications and one for time 
and/or frequency transfer. The reasons are economical because no operator can afford to build 
and pay completely independent long haul fibre networks for every photonic application. This 
situation may be different in certain networking environments, for example Data Centre Inter-
connects (DCI) where optical cables with up to few thousands individual fibres may be in-
stalled and used independently. 

Sensing (using fibre as a sensor) applications, for example phase sensitive optical time 
domain reflectometry (phi-ODTR) do use high optical powers which may influence phase 
modulated high speed data signals, especially via nonlinear mechanism of cross phase modu-
lation (CPM). Phase sensitive OTDR is de facto slow amplitude modulated signal in its sim-
plest form, known as on-off keying modulation (OOK). This is the reason that simultaneous 
transmission of such sensing signals is an important research area because coherent transmis-
sion systems can compensate for phenomenons like chromatic dispersion (CD) or even sto-
chastic polarization mode dispersion (PMD) but today cannot cope with nonlinear effects like 
CPM or four wave mixing (FWM), described in detail in [3]. The reason that nonlinear effects 
cannot be compensated easily is complex mathematics of course. 

It is clear that most demanding of photonic applications is sensing - because of relatively 
high optical powers launched into the fibre. Accurate time signals are also amplitude modu-
lated but optical powers are similar to powers used for coherent data signals. And ultra stable 
frequency transfer is not modulated and also not as powerful as sensing signals, therefore pos-
sible mutual interference with data signals is relatively modest, however it is important to in-
clude them in practical verification because of optical amplifiers conditions like tampering 
with gain and output powers. Accurate time transfer results can be found in [4] and [5]. Ul-
trastable frequency transfer is described in [6] and [7]. Fibre sensing review can be found in 
[8] and some latest results in [9]. 

PRACTICAL RESULTS 

For reasons mentioned in the previous section, simultaneous transmission of high speed 
coherent signals and high-power phase sensitive reflectometry signals, together with accurate 
time and ultra stable frequency, was performed in lab environment on fibre spools. We started 
experiments with shorter distances below 10 km of fibre and measurements were performed 
both with G.652 and G.655 fibres because both types of fibres are used in the CESNET net-
work. Multiplexing and demultiplexing (or filtering) was realized on the standard 100 GHz 
ITU grid. Some previous results can be found in [10] and [11]. 

Detailed measurement scheme showing both data and non-data applications is depicted in 
Figure 1. As can be seen, each service uses the wavelength according to the ITU DWDM 
100 GHz grid. The goal was to prove simultaneous transmissions in one fibre and with the 
standard channel spacing 100 GHz (according to ITU). Requirement on the standard channel 
spacing is because in some cases is not possible to use whole spectrum but only dedicated 
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DWDM channel for multiple services. Accurate time transfer (1550.12 nm), frequency trans-
fer (1552.52 nm), and 100G data (1551.72 nm) were multiplexed together in a standard tele-
communication multiplexer. 

All multiplexed signals are sent to the phi-OTDR, then the sensing signal is mixed and all 
signals are launched into a fibre spool. This configuration allows loss minimization of the 
sensing signal. 

 

 
Figure 1. Set-up for laboratory measurements for accurate time, stable frequency, 

phi-OTDR and coherent signals 

The experiments were performed for G.652 and G.655 fibres because such fibres are usu-
ally deployed in fibre optic networks – this is true for the CESNET backbone optical network. 
Some experiments were performed with G.653 fibre which may be considered as rather rare 
but we believe it is still useful for real comparison of three different fibres. 

Important aspect was different duration of phi-OTDR pulses – 20 ns, 200 ns and 2000 ns, 
with the same and constant repetition rate 5 kHz. As expected, G.652 fibre is more resistant to 
higher launched optical powers due to bigger effective core area. 

Figure 2 and Figure 3 show results for three different types of fibres and dependency of 
bit error rate (BER) of 100 Gb/s coherent data signal on pulsed sensing signals with different 
optical output powers launched into the fibre. 

We can see that 200 ns and 2000 ns curves crossing for higher powers – this can be 
caused by small time intervals for measurements and also sensing pulses are sometimes over-
lapping with data signals more (it is a random process). G.653 has even smaller effective area 
compared to G.655 so tolerance to optical powers is smaller as can be seen on Figure 3. 
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Figure 2. Dependence of 100 Gb/s data signal on sensing signal for G.652+G.655 fibres 

 
Figure 3. Dependence of 100 Gb/s data signal on sensing signal for G.652+G.653 fibres 

NUMERICAL SIMULATIONS 

Numerical simulations are important part of this work. VPI photonics software was 
used to simulate optical data networks, sensing elements and transmission systems. Two 
different modulation formats (OOK, QPSK), three different transmission speeds (1, 10 and 
100 Gb/s) and various optical powers were used to verify nonlinear thresholds especially for 
CPM. 

Different interferometric methods which are used for sensing applications were simu-
lated. Three most important and also practically deployed methods use Mach-Zehnder, 
Michelson and Sagnac interferometres. 

Two examples of simulations results are depicted in Figure 4 and Figure 5, showing the 
eye diagrams for 10 Gb/s data signals and sensing pulse signals. As can be seen the difference 
between 50 GHz and 150 GHz adjacent-channel spacing is rather visible. 
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Figure 4. Eye diagrams for 10 Gb/s and sensing signals for 50 GHz channel spacing 

 
Figure 5. Eye diagrams for 10 Gb/s and sensing signals for 150 GHz channel spacing 

CONCLUSION 

We have verified the real coexistence of different applications in one fibre, based on pre-
viously performed numerical simulations. Verification was performed on two types of fibres 
deployed in the CESNET network – G.652 and G.655, with different pulse durations of phi-
OTDR sensing signals. Obviously that more powerful sensing pulses are, the worse degrada-
tion of data signals is observed. 

We have found that real results measured on real optical systems are different than simu-
lation results. One reason for this discrepancy can be that simulation software could not take 
into account all subtleties of all components used (e.g. phase difference for different fused 
fibre couplers). Also simulation software is designed mostly for data communications and not 
for special sensing applications. 

But results indicate that simultaneous transmission of standard high speed coherent data 
signals and high-power sensing signals is possible without any serious consequences. This is 
very promising because such new sensing applications can be deployed not only in NRENs 
but also in commercial operational networks. 
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Abstract. In this paper we propose the procedure of non-destructive testing of composite fiberglass re-
inforcements by using the acoustic waveguide technique. Experiments on defectoscopy of the com-
posite armature with rod waves were conducted. More than 1000 composite fiberglass reinforcements 
with length of 6 meters were tested according to the developed procedure. The experimental results 
shown that rejection level of 2 % allows to detect, confirm and identify flaws by type. Furthermore, 
we derived the dependence between signal amplitude and discontinuities or changes in the cross-
section of the composite reinforcement body. The simulation of flaw as an element with a cross-
sectional difference was performed. A graphical dependence of the signal amplitude from the flaw and 
from the defect zone cross-sectional area value was obtained. The photographs of typical defects and 
the corresponding echograms are given in this paper. 

Keywords: acoustic non-destructive testing, waveguide technique, defectoscopy, development of pro-
cedure, composite fittings. 

INTRODUCTION 

In the construction industry, composite fittings has recently been increasingly used (Fig-
ure 1). It has a relatively low cost compared to metal fittings and better serviceability, while 
the manufacturing process is simpler. Composite fittings do not have a negative impact on 
human health. 

In connection with the anisotropic properties of the material, high attenuation coefficient, 
a large amount of processing deficiency, low quality of the components included in the mate-
rial, non-destructive testing (NDT) of the composite fittings is a difficult process. The quality 
of buildings and structures directly depends on the quality of the composite fittings. The use 
of low-quality fittings can result in death or injury to people [1–2]. 

Most NDT methods based on electromagnetic phenomena and are not applicable to com-
posite materials testing. The problem is the lack of methods for non-destructive testing of 
such products [3–5]. However, testing of this type of fittings is possible using the acoustic 
guided wave method. 
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Figure 1. Composite fiberglass fittings 

The most interesting is the implementation of testing technology for composite fittings us-
ing guided waves. The technology of acoustic guided wave testing can be implemented for ex-
tended objects, which length many times exceeds the dimension of the cross-sections [6–12]. 
Guided wave technique has been successfully implemented in non-destructive testing of bars, 
pump compressors rods, sucker rods, tubings, fluid level measurement in wells, etc. [13–15]. 

Advantages of the technique: 
• does not require the use of contact and immersion liquids, any preparation of the sur-

face of the object of testing; 
• sensitivity to defects throughout the cross-section of the bar; 
• no need to scan; 
• possibility of testing at local access to the flat end of the object; 
• high productivity; 
The rod wave used is characterized by a small dispersion of the velocity peculiar to the 

other Pochhammer types of waves [6]. The equipment of the acoustic defectoscope for pump-
ing rods ADNH [16–18] was used to control the composite fittings. In the experiment, the 
shape of the echogram was evaluated. Fittings with local defects include fittings having 
a clear local impulse in the analyzed area (1.5–5.5 m), with a level exceeding 2 % of the value 
of the bottom signal. 

EVALUATION OF FITTINGS USING A ROD WAVE 

The groups of fittings on which the experiments were performed are given in Table 1. 
Missing numbers correspond to fittings whose diameter was higher than the claimed one and 
did not allow the sensor to be installed, which in itself is a manufacturing defect (GOST 
31938-2012). 

 
Table 1. Fittings groups from different manufacturers 

Group Color Total Tested Missing numbers 

No. 1 Light brown 300 238 01, 04, 07-09, 17, 26, 29, 31,  
38–39, 47, 52, 58, 71–73, etc. 

No. 2 Light yellow 298 269 216, 193, 191, 110, 112, 106,  
191, 80, 81, 57–59, 61, 62, 45, 27 

No. 3 Light yellow 300 296 194, 196, 200 
No. 4 Black 150 (No. 001 – No. 150) 150  
No. 5 Black 150 (No. 151 – No. 300) 149 151 

Total 1198 1105  
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Fittings are divided in groups based upon manufacturers. There are 15 defective fittings 
were detected in the first group (that is 6.3 % of all fittings in the group), in the second – 4 
(1.5 %), in the third – 18 (6.1 %), in the fourth – 0, and 2 (1.3 %) in the fifth group. The 2 % 
level selection is due to the average noise level for all parties. 

In the diagram (Figure 2) the blue color indicates the number of fittings whose signal am-
plitude from the defect exceeded the level of 2 %. It also includes samples whose signal am-
plitude exceeded the levels of 5 % and 10 %. The pink color indicates a group of samples 
whose amplitude of the echo signal from the defect exceeded the level of 5 %, and also in-
cludes samples with signal amplitude exceeding the level of 10 %. Green color indicates the 
number of samples whose signal amplitude from the defect has exceeded the level of 10 %. 
The number of the group is plotted along the abscissa axis, the percentage of the number of 
defective samples per group is plotted along the ordinate axis. 

Thus the most part of defective fittings belongs to the first group. 
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Figure 2. Composite fiberglass fittings 

DEFECTOSCOPY OF COMPOSITE FIBERGLASS FITTINGS 

When carrying out defectoscopy using rod waves, the amplitude of signals from local de-
fects depends on the value of the ratio of the cross-sectional area along the entire length of the 
object to the cross-section area in the defect zone. In accordance with the patterns of propaga-
tion of the rod wave, the reflection from the defective zone of the waveguide is determined by 
the change in the mechanical impedance of the waveguide Z = ρCS (S – cross-section square, 
C – wave speed, ρ – density). In the simplest case, when moving from a section with a me-
chanical impedance Z1 to a section with a mechanical impedance Z2 the reflection coefficient 
R is defined by formula: R = (Z2 – Z1) / (Z2 + Z1). If the material properties of the waveguide 
do not change (C = const), and only its cross section changes (surface defects leading to the 
loss or addition of some part of the metal), R is defined by formula: R = (S2 – S1) / (S2 + S1) 
[19–20]. This makes it possible to evaluate the interaction of acoustic waves with defects that 
weaken the cross-section of the object: captives, weights, inclusions, rubs, delaminations, etc. 
For defects that are concentrators of mechanical stresses (cracks with small opening) that do 
not significantly change the mechanical impedance of the object, the mechanism of emission 
of acoustic emission waves from regions where the stress exceed the mean value over the 
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cross section of the monitoring object during the passage of the probe impulse (stretching-
compression) works. 

The examined samples (Table 2) are located depending on the magnitude of the signal 
level from the local defect, expressed as a percentage of the 1st bottom impulse and calculated 
by the formula: 
 / 100 %,D DonA U U= ⋅  (1) 

where UDon – amplitude of the first bottom signal; UD – amplitude of the first defect signal. 
The defects are modeled in the Compass 3D solid modeling software environment. The 

coefficients of the square change in the area of sections of local defects (“area ratios”) were 
calculated by formula: 
 0 / 100 %,S dK S S= ⋅  (2) 

where S0 – square of the flawless area; Sd – square of the defect area. 
Among the defects of tested fittings with measured cross-sectional squares, the node de-

fects were 22.2 %, defects of the inflow type were 44.4 %, defects of the gap type were 
22.2 %, defects of the thickening type were 5.5 %, defects of the delamination type amounted 
to 5.5 %. 

 
Table 2. Dependence of the reflection ratio on the size of the defects 

No. Sample The reflection ratio R Area ratio Ks, % The nature of the defect 
1 3-072 2.8 11.1 node 
2 1-148 4.0 1.0 node 
3 3-089 5.9 8.7 node 
4 2-254 6.9 7.7 inflow 
5 1-003 7.3 6.9 inflow 
6 4-201 7.7 4.4 gap 
7 3-045 9.4 26.3 inflow 
8 2-219 10.5 23.5 gap 
9 4-300 10.8 9.25 gap 

10 1-263 12.0 10.2 node 
11 1-260 12.1 26.8 inflow 
12 1-013 12.2 21.3 delamination 
13 3-249 12.7 3.2 thickening 
14 1-059 14.8 32.1 inflow 
15 1-151 15.8 37.5 node inflow 
16 1-280 17.2 12.0 node inflow 
17 3-047 21.0 40.9 thickening 
18 3-273 21.5 31.8 inflow 

 
A graphical dependence of the amplitude of the signal on the defect on the value of the 

square of the defect area is obtained (Figure 3). 
Analysis of the graphical dependence showed that there are "fall out" points marked red 

and green. Red color indicates points that, with a relatively small sectional area of the local 
defect, give a large defect signal magnitude. This is because the defect is mainly determined 
by the destruction of the fitting body and is visible on the surface. The points marked green 
give a smaller defect signal magnitude from the defect. Such samples and their sizes are pre-
sented in Table 3. 
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Figure 3. Dependence of amplitudes to defects squares 

Table 3. Defects types and sizes 
View of the defect Echogram 

Sample number / Defect size, mm / Defect type 

  
3-249 / 13x9 / Thickening 

  
3-273 / 6x13/ Inflow 

  
1-280 / 10x13/ Node 

 
Defects 3-249, 1-280, 3-273 on the echogram are expressed by a large signal, probably 

due to not visible internal breaking of the section. 
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CONCLUSION 

Acoustic guided wave testing is applicable for composite fiberglass fittings defectoscopy 
with the use of a rejection level of 2 %. 

The main types of defects detected are: a deficiency or excess of epoxy resin (44 %), de-
lamination (5.5 %), fiberglass thread breakage (22 %). 

Along with the apparent dependence between the size of the defect and the amplitude of 
the echo signal from the defect, samples that “fall out” of this dependence are found, charac-
terized by the presence of internal defects. The percentage of such "fall out" samples was 
16 %. 

The technology of production of composite fittings assumes the obligatory restoration of 
the fiberglass thread breakage, while the technological process stops, which is determined by 
the defectoscope. For the case of responsible use of armature, the removal of fragments with 
such defects must be mandatory and unimportant in case of domestic use. 

The work is supported by the Russian science Foundation: project No. 15-19-00051, contract No. PiMIKD-
1-16/C with the implementation of research works with the participation of OOO «KomAR» and OOO «NPIC 
«Kachestvo». 
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